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#### Abstract

In an experiment, 98 children aged 8 to 9,10 to 12 , and 13 to 15 years solved addition problems with a sum up to 10 . In another experiment, the same children solved the same calculations within a sign priming paradigm where half the additions were displayed with the " + " sign 150 ms before the addends. Therefore, size effects and priming effects could be considered conjointly within the same populations. Our analyses revealed that small problems, constructed with addends from 1 to 4, presented a linear increase of solution times as a function of problem sums (i.e., size effect) in all age groups. However, an operator priming effect (i.e., facilitation of the solving process with the anticipated presentation of the " + " sign) was observed only in the group of oldest children. These results support the idea that children use a counting procedure that becomes automatized (as revealed by the priming effect) around 13 years of age. For larger problems and whatever the age group, no size or priming effects were observed, suggesting that the answers to these problems were already retrieved from memory at 8 to 9 years of age. For this specific category of large


[^0]> problems, negative slopes in solution times demonstrate that retrieval starts from the largest problems during development. These results are discussed in light of a horse race model in which procedures can win over retrieval.
> © 2023 The Author(s). Published by Elsevier Inc. This is an open access article under the CC BY license (http://creativecommons.org/
> licenses/by/4.0/).

## Introduction

At the beginning of arithmetic learning, it is undisputed that young children solve single-digit addition problems using counting strategies (e.g., Carpenter \& Moser, 1984; Siegler \& Shrager, 1984). For example, they can count in ones starting from the largest addend when solving a problem such as $4+7$ (i.e., $7+1=8+1=9+1=10+1=11$ ) (e.g., Groen \& Parkman, 1972). They might also solve problems by decompositions and derived-fact strategies (e.g., $4+7$ is $7+3=10+1$ ) (e.g., Dowker, 2015). These initial strategies are easy to observe or infer from overt behaviors such as finger or verbal counting and slow solution times (e.g., Siegler \& Robinson, 1982). However, with development and practice, strategies become increasingly internalized and fast, which also makes them increasingly difficult to identify (Campbell \& Thompson, 2012; Thevenot et al., 2015). This partly explains why researchers have not reached a consensus yet concerning the way initial counting strategies evolve until expertise.

According to retrieval models, each time a problem is solved by reconstructive strategies such as counting and decomposition, an association between operands and answers is created. After repetitive practice or, in other words, once the association is strong enough, the problem can be solved by retrieval from long-term memory (e.g., Ashcraft, 1992; Logan, 1988a, 1988b). Retrieval is largely thought to be the most efficient and fastest solving strategy (e.g., Groen \& Parkman, 1972; Kaye et al., 1986; Siegler \& Robinson, 1982). Therefore, it is supposed to be increasingly used by individuals (e.g., Siegler \& Shrager, 1984) until it becomes the dominant strategy starting around Grade 4 (Ashcraft \& Battaglia, 1978) for single-digit addition problems. According to these models, expertise is reached when individuals are able to directly retrieve the problem answer from memory without relying on counting (e.g., Ashcraft, 1992; Chen \& Campbell, 2019; Logan, 1988a, 1988b; Siegler \& Shrager, 1984).

In opposition to retrieval models, proponents of counting models defend the idea that there is not a necessary shift from counting to retrieval during arithmetic learning. Instead, the development of arithmetic expertise might consist in an acceleration of counting procedures until their automatic execution (e.g., Baroody, 1983, 1984; Svenson, 1985; Thevenot et al., 2016; Uittenhove et al., 2016). Therefore, in contrast to retrieval models (Ashcraft, 1992; Campbell, 1995; Siegler \& Jenkins, 1989), counting models consider that the development of arithmetic skills is more quantitative (i.e., it involves an acceleration of procedures) than qualitative (i.e., it relies on the successive use of different, sometimes overlapping, strategies) (Siegler, 1996). More precisely, the automatized counting procedure theory suggests that slow counting algorithms that are implemented by young children with the aid of objects or fingers are progressively internalized, resulting in mental procedures (e.g., Baroody, 1983). The main idea is that these algorithms, which are initially slow and require awareness and high cognitive control, could be reinforced each time they are completed until they become so fast that they no longer need verbalization of each counting step. At this automatization stage, only the end product of the algorithm and not each of its steps is under conscious control of the problem solvers (Logan, 2018; Uittenhove et al., 2016).

Although the counting theory is still debated (see, e.g., Chen \& Campbell, 2018, and Thevenot \& Barrouillet, 2020), it has received recent support from behavioral, neuropsychological, and brain imaging studies (e.g., Evans \& Ullman, 2016; Mathieu et al., 2018b; McDougle et al., 2022; Pinheiro-Chagas et al., 2017). Evidence of automatized counting procedures for addition has been first provided by the sign (or operator) priming paradigm, in which the sign of the operation to be solved is presented shortly before the operands (i.e., classically 150 ms before). The seminal studies using this paradigm in adults showed that priming the " + " sign accelerates addition problem solving, whereas the same
manipulation with the " $\times$ " sign has no effect on multiplication (Fayol \& Thevenot, 2012; Roussel et al., 2002). These results have also been replicated in older adults (Thevenot et al., 2020b). They suggest that a procedure, independent of the operands, may be activated as soon as the " + " sign is presented. This does not appear to be the case when the " $\times$ " sign is presented. Therefore, it was concluded that addition problems are mainly solved by counting procedures, whereas multiplication problems (because they are learned by rote at school) are mainly solved by retrieval of the results from longterm memory.

The nature of this procedure has been specified subsequently in a series of experiments showing that addition problem solving is facilitated when the second operand of the problem is presented on the right side on a computer screen rather than on the left side (Díaz-Barriga Yáñez et al., 2020; Mathieu et al., 2016). Therefore, solving addition problems is facilitated when the attention of participants is drawn to their right attentional field. This suggests that addition problems may be solved through displacements on a number line from left to right and that the presentation of the second operand in the direction of the displacement eases out the solving process. These findings allowed an interpretation of the nature of the procedures that is primed by the " + " sign for additions: They might correspond to the preactivation of the mental number line on which the displacements are made (as well as the mental preparation for such displacements).

However, developmental studies indicate that automatized counting procedures might emerge relatively late. For instance, addition sign priming effects are typically not observable before 13 years of age (Mathieu et al., 2018a; Poletti et al., 2021). This is consistent with the fact that spatial facilitation effects associated with perceiving the second operand in the right visual field also emerge at age 13 for addition problems (Díaz-Barriga Yáñez et al., 2020). This suggests that children might not be able to convoke automatized counting procedures to solve addition problems before age 13.

A central point of the automatized counting theory is that automatized procedures could also be limited to very small addition problems involving operands from 1 to 4 , that is, within the subitizing range (Barrouillet \& Thevenot, 2013; Uittenhove et al., 2016). It is possible that, beyond this operand range, the answers to problems with a sum up to 10 are retrieved from long-term memory. This iconoclast assumption that larger addition problems could be more frequently solved by retrieval than smaller addition problems stems from close examination of the problem sum effect on solution times in adults and children (Bagnoud et al., 2021a; Uittenhove et al., 2016). Indeed, whereas a linear increase in solution times is observed for problems with a sum from 3 to 7 , there is no longer an increase in solution times for problems with a sum of 8, 9, or 10 (see Fig. 2 in Bagnoud et al., 2021a, or Fig. 1 in Uittenhove et al., 2016). The lack of association between problem sums and solution times is classically interpreted as evidence of the use of retrieval strategies (e.g., Dewi et al., 2021a; Logan, 1988a, 1988b; Logan \& Klapp, 1991; Thevenot et al., 2020a). If this interpretation is admitted, then an increase in solution times reflects the use of either counting or a mix between counting and retrieval (e.g., Compton \& Logan, 1991).

Therefore, we are left in a situation where individuals from 13 years of age could solve very small addition problems by automatized procedures, whereas larger problems could be solved using retrieval. This hypothesis was tested in the current study by extending Poletti et al.'s (2021) research and studying the sign priming effect with larger problems. Indeed, whereas Poletti et al. used only small additions with operands up to 4 , children in the current study were presented with all non-tie problems with a sum up to 10 . This would allow us not only to replicate Poletti et al.'s results that small addition problems are primed by the " + " sign from age 13 but also to examine whether larger addition problems are subjected to a sign priming effect. If we are right in assuming that, contrary to very small problems, the answers to larger problems with a sum up to 10 are retrieved from memory, no priming effect should be observed for this category of problems irrespective of the age of children involved in the experiment (i.e., children aged 8-9, 10-12, and 13-15 years).

In addition to sign priming effects, the distribution of solution times depending on the size of the problem sums was also examined. Here we expected to replicate Bagnoud et al.'s (2021a) results showing that whereas an increase in solution times is associated with very small problems, a flat distribution of solution times characterizes problems with sums of 8,9 , and 10 . Moreover, examination of the size and sign priming effects conjointly within the same populations of children would be possible for the first time. This conjoint examination should also allow for the investigation of
potential correlations between these effects. Indeed, it is so far not clear whether the size of the priming effect, not only its plain presence or absence, is related to individuals' expertise. In addition to size effects, we examined whether a more direct measure of arithmetic fluency (an index of children's expertise in arithmetic) correlates with size and priming effects. Furthermore, whereas the presence of a priming effect is commonly interpreted as the preactivation of an automatized procedure, the lack of a priming effect can be interpreted as either the use of retrieval or the use of conscious solving procedures. Conjoint examination of size and priming effects should allow us to disambiguate these interpretations. Indeed, a lack of priming effect associated with large size effects would be confidently interpreted as the use of nonautomatized conscious arithmetic procedures because these are timeconsuming and necessarily associated with significant size effects. In contrast, a lack of priming associated with negligible, or no size effect would be interpreted as the use of retrieval.

To sum up and complete our predictions, according to both the automatized counting and retrieval theories, conscious counting procedures would be used by younger children. Therefore, priming effects should not be observed in younger children. However, the theories differ with regard to predictions with older children. The automatized counting model predicts that the priming effect of the " + " sign for small problems should be significant in 13- to 15 -year-olds because these children have automatized addition procedures. According to the retrieval theory, retrieval would be systematically used by older children to solve addition problems. Therefore, priming effects should not be observed in older children, much like in younger children. Concerning size effects, a larger increase in solution times for small problems than for larger problems would be incompatible with the retrieval theory, particularly in 13 - to 15 -year-olds. This is because these children are supposed to massively retrieve the results of simple addition problems with sums up to 10 from memory. As already explained, size effects in retrieval models are mainly explained by frequency and interference effects, which increase monotonically with the size of the problems (Ashcraft \& Christy, 1995; Zbrodoff, 1995).

## Method

Given that the participants and stimuli were the same in Experiment 1 (priming effects) and Experiment 2 (size effects), they are described first. However, the procedures and results, which are specific to each experiment, are presented in sections devoted to each of them.

## Participants

A total of 105 French-speaking Swiss children took part in this study. The sample was composed of 39 children aged 8 to 9 years ( $M=8.94$ years, $S D=0.30 ; 25$ girls), 42 children aged 10 to 12 years ( $M=11.48$ years, $S D=0.82$; 19 girls), and 24 children aged 13 to 15 years ( $M=14.38$ years, $S D=0.76 ; 10$ girls). None of the children suffered from learning disabilities.

Our study was conducted following the principles of the Declaration of Helsinki. Parental written consent was collected for each child. More precisely, parents gave their consent for their children's participation in our study and for the inclusion of their results in our analyses. They were informed that their children's results would be fully anonymized.

## Stimuli

Children were instructed to solve arithmetic problems orally as quickly and accurately as possible. Children solved all the problems with a sum up to 10 with operands from 1 to 9 (i.e., 45 problems), and each problem was presented three times (i.e., total of 135 problems). However, tie problems and problems involving 1 were not considered in our analyses. Indeed, it is largely accepted that tie problems are solved by retrieval by the end of first grade (Bagnoud et al., 2021a; LeFevre et al., 1996). Problems involving 1 are also suspected to be solved by a rule and, therefore, are not necessarily sensitive to priming effects (Bagnoud et al., 2021b; Baroody, 1985; Grabner et al., 2022). Moreover, these problems can be associated with very hectic solution times that can pollute size effects (Bagnoud et al., 2021a). The remaining problems were split into two categories. Small problems corresponded to problems
involving operands from 2 to 4 , whereas larger problems (hereafter large problems) contained at least one operand larger than 4 (see Table 1 for the list of addition problems considered in our analyses). One characteristic of this classification is that two problems with the same sum may belong to two different categories. Indeed, whereas $3+4$ belongs to the small category, $5+2$ belongs to the large category. Therefore, and contrary to previous classifications (e.g., Fayol \& Thevenot, 2012), the problems were not differentiated stricto sensu based on their sum but instead (as noted above) on the fact that the operands both could be subitized or not.

## Arithmetic fluency test

Children's arithmetic skills were assessed using a subtest of Woodcock-Johnson III. In this paper-and-pencil test, children are asked to solve additions, subtractions, and multiplications presented in columns involving operands from 0 to 10 . They have 3 min to solve as many problems as possible out of the 160 problems presented. The final score is the number of correct answers provided.

## Experiment 1: Sign priming paradigm

## Procedure

The pairs of digits were presented in the addition and multiplication conditions. It was necessary to include multiplications in our design because priming effects cannot be observed when only one operation is presented. Indeed, in this case the potential procedure used to solve the additions would be activated all along the task and could not be preactivated. Still, only addition sign priming effects are presented here because multiplication was not the object of our research.

The arithmetic sign was presented either 150 ms before the operands (i.e., $-150-\mathrm{ms}$ stimulus onset asynchrony [SOA] condition) or at the same time as the operands (i.e., null SOA condition). We constructed 540 problems in total (i.e., 135 pairs of digits $\times 2$ operations $\times 2$ SOA). Because it would have been difficult for all children to solve such a large set of problems, the material was divided into four sets of 135 problems and each participant was tested on only one of these four sets. Therefore, the entirety of the material was presented after 4 children were tested. Problems were randomly presented within each set.

The experiment was run under DMDX software (Forster \& Forster, 2003). Vocal responses were recorded with a voice key and individually checked offline for accuracy using CheckVocal software (Protopapas, 2007). CheckVocal was also used to manually adjust the latencies recorded by DMDX if necessary. More precisely, for each response recorded, CheckVocal allows for the visualization of the sound played out through a waveform. When, despite precalibration of the voice key for sensitivity, the onset of the response given by participants is not accurately detected, the timing mark can be manually placed on the onset of the sound waveform. This checking and possible manual readjustments ensure a measure of solution time with $1-\mathrm{ms}$ precision.

Each trial began with the presentation of a $500-\mathrm{ms}$ fixation signal "|", followed by the presentation of the problem (i.e., the arithmetic sign followed by the operands in the $150-\mathrm{ms} \mathrm{SOA}$ condition or the arithmetic sign and the operands simultaneously in the null SOA condition; Fig. 1). The problem was displayed on the screen until a verbal response onset was detected by the voice key. Solution times

Table 1
List of additions considered in our analyses.

| Small operands | Large operands |  | $6+2$ |
| :--- | :--- | :--- | :--- |
| $2+3$ | $2+5$ | $3+7$ | $6+3$ |
| $2+4$ | $2+6$ | $4+5$ | $6+4$ |
| $3+2$ | $2+7$ | $7+6$ | $7+2$ |
| $3+4$ | $2+8$ | $5+2$ | $7+3$ |
| $4+2$ | $3+5$ | $5+3$ | $8+2$ |
| $4+3$ | $3+6$ | $5+4$ | 2 |



Fig. 1. Examples of trial sequences for addition problem in the null stimulus onset asynchrony (SOA) condition (A) and the -$150-\mathrm{ms}$ SOA condition (B).
corresponded to the time elapsed between the presentation of the problem in its whole and voice key activation. To familiarize children with the task and allow the experimenter to test the voice key sensitivity, 6 warm-up problems (i.e., 3 additions and 3 multiplications) were presented before the experimental phase. To avoid excessive fatigue, four breaks were proposed during the course of the experiment. Each child was tested individually in a quiet room within the school, and the completion of the task took about 20 min .

## Results

The data sets that were generated and analyzed in Experiment 1 are available in the Open Science Framework (OSF) repository https://osf.io/fpnav/?view_only=1bfa02854f0a4210871add96630dc1d7. Seven children ( 3 children aged 8-9 years, 3 children aged 10-12 years, and 1 child aged 13-15 years) were excluded from the analyses because their mean solution times differed by more than 2 standard deviations from the mean solution times of their age group. Therefore, the analyses were conducted on a total of 98 participants.

Because our critical predictions centered around the presence (or absence) of a priming effect in older (but not younger) children, we present the results of 2 (Problem Size: small or large) $\times 2$ (SOA: null or negative) analyses of variance (ANOVAs) conducted separately for each age group.

## Percentages of errors

The analysis on percentages of errors was carried out on $91 \%$ of the whole set of data because, due to technical problems, no response was recorded for $9 \%$ of trials. Overall, children performed well on the task, with less than $5 \%$ of errors ( $4.3 \%$ exactly; see Table 2 ). A 2 (Problem Size: small or large) $\times 2$ (SOA: null or negative) ANOVA with both factors as repeated measures was performed on percentages of errors for each age group.

Children aged 8 to 9 years. The main effects of problem size $\left(F<1, \eta_{\mathrm{p}}^{2}=.00, p=.79\right)$ and SOA $(F<1$, $\left.\eta_{\mathrm{p}}^{2}=.00, p=.74\right)$ and the interaction between these two factors ( $F<1, \eta_{\mathrm{p}}^{2}=.01, p=.53$ ) were not significant. Post hoc analyses confirmed that there was no significant priming effect of the arithmetic sign on percentages of errors, whether the problem was small $\left(F<1, \eta_{\mathrm{p}}^{2}=.00, p=.82\right)$ or large, $F(1$, $35)=1.08, \eta_{\mathrm{p}}^{2}=.03, p=.31$.

Children aged 10 to 12 years. The main effects of problem size $\left(F<1, \eta_{\mathrm{p}}^{2}=.00, p=.70\right)$ and SOA $(F<1$, $\left.\eta_{\mathrm{p}}^{2}=.00, p=.87\right)$ were not significant. The Problem Size $\times$ SOA interaction did not reach significance either, $F(1,38)=2.22, \eta_{\mathrm{p}}^{2}=.06, p=.14$. Post hoc analyses confirmed that there was no significant priming effect of the arithmetic sign on percentages of errors, whether the problem was small $(F<1$, $\left.\eta_{\mathrm{p}}^{2}=.02, p=.39\right)$ or large, $F(1,38)=1.93, \eta_{\mathrm{p}}^{2}=.05, p=.17$.

Children aged 13 to 15 years. The main effects of problem size, $F(1,22)=1.84, \eta_{\mathrm{p}}^{2}=.08, p=.19$, and SOA, $F(1,22)=1.49, \eta_{\mathrm{p}}^{2}=.06, p=.23$, were not significant, but the Problem Size $\times$ SOA interaction reached

Table 2
Mean solution times (in milliseconds) and percentages of errors as a function of age group, problem size, and SOA.

| Condition | 8- to 9-year-olds |  | 10- to 12-year-olds |  | 13- to 15-year-olds |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Small | Large | Small | Large | Small | Large |
| Percentages of errors |  |  |  |  |  |  |
| Null SOA | 4.4 (10.4) | 3.1 (5.8) | 3.9 (9.5) | 5.2 (6.8) | 8.8 (14.6) | 2.7 (5.1) |
| Negative SOA | 3.9 (10.7) | 4.5 (7.6) | 5.5 (10.3) | 3.2 (5.3) | 2.8 (7.5) | 4.1 (5.1) |
| Solution times (ms) |  |  |  |  |  |  |
| Null SOA | 1978 (571) | 2036 (525) | 1574 (491) | 1708 (505) | 1277 (299) | 1290 (271) |
| Negative SOA | 1914 (680) | 2069 (619) | 1539 (635) | 1667 (561) | 1203 (269) | 1262 (289) |
| Priming effects | +64 (83) | -34 (59) | +35 (52) | +41 (28) | +74* (33) | +28 (16) |

Note. Standard deviations are in parentheses. Priming effects correspond to the difference between solution times in the null and negative stimulus onset asynchrony (SOA) conditions.
$p<.05$.
significance, $F(1,22)=4.29, \eta_{\mathrm{p}}^{2}=.16, p=.05$, showing that the priming effect (i.e., the positive difference between the null and negative SOA conditions) was larger for small problems (+6.0\%) than for large problems ( $-1.4 \%$ ). However, post hoc analyses showed that priming effects were not significant, whether the problem was small, $F(1,22)=2.99, \eta_{\mathrm{p}}^{2}=.12, p=.10$, or large, $F(1,22)=1.17, \eta_{\mathrm{p}}^{2}=.05$, $p=.29$.

## Solution times

A 2 (Problem Size: small or large) $\times 2$ (SOA: null or negative) ANOVA with both factors as repeated measures was performed on solution times for each age group (see Table 2).

Children aged 8 to 9 years. A significant main effect of problem size revealed that children tended to be faster to solve small addition problems than large ones ( -107 ms ), $F(1,35)=3.08, \eta_{\mathrm{p}}^{2}=.08, p=.09$. However, the main effect of SOA $\left(F<1, \eta_{\mathrm{p}}^{2}=.00, p=.75\right)$ and the interaction between problem size and SOA $\left(F<1, \eta_{\mathrm{p}}^{2}=.02, p=.38\right)$ were not significant. Post hoc analyses confirmed that there was no significant priming effect of the arithmetic sign, whether the problem was small ( $F<1, \eta_{\mathrm{p}}^{2}=.02$, $p=.45)$ or large $\left(F<1, \eta_{\mathrm{p}}^{2}=.01, p=.57\right)$.

Children aged 10 to 12 years. A significant main effect of problem size revealed that children were faster to solve small addition problems than large ones $(-130 \mathrm{~ms}), F(1,38)=5.31, \eta_{\mathrm{p}}^{2}=.12, p=.03$. However, the effect of $\operatorname{SOA}, F(1,38)=1.32, \eta_{\mathrm{p}}^{2}=.03, p=.26$, and the interaction between problem size and SOA $\left(F<1, \eta_{\mathrm{p}}^{2}=.00, p=.91\right)$ were not significant. Post hoc analyses confirmed that there was no significant priming effect of the arithmetic sign, whether the problem was small $\left(F<1, \eta_{\mathrm{p}}^{2}=.01, p=.51\right)$ or large, $F(1,38), \eta_{\mathrm{p}}^{2}=.05, p=.15$.

Children aged 13 to 15 years. There was no significant effect of problem size, $F(1,22)=1.04, \eta_{\mathrm{p}}^{2}=.05$, $p=.32$. However, there was an effect of SOA, showing that children were faster in the negative condition than in the null SOA condition $(+51 \mathrm{~ms}), F(1,22)=6.47, \eta_{\mathrm{p}}^{2}=.23, p=.02$. The Problem Size $\times$ SOA interaction was not significant, $F(1,22)=2.02, \eta_{\mathrm{p}}^{2}=.08, p=.17$. However, post hoc analyses revealed that the effect of SOA was significant for small problems ( +74 ms ), $F(1,22)=5.11, \eta_{\mathrm{p}}^{2}=.19, p=.03$, but not for larger ones $(+28 \mathrm{~ms}), F(1,22)=2.88, \eta_{\mathrm{p}}^{2}=.12, p=.11$.

## Discussion

The results of this experiment show facilitation effects of the anticipated presentation of the " + " sign for small problems in the group of older children (i.e., 13- to 15-year-olds) on both percentages of errors and solution times. Note, however, that priming effects on the percentages of errors in older children cannot be considered as supporting our hypotheses. Indeed, this effect is not due to a reduction of errors in the negative SOA condition but instead to an increase of errors in the null SOA con-
dition for small problems. A look at the individual data revealed that this result was due to the fact that, for small problems, children sometimes mistakenly gave the result of the multiplication instead of the addition of the operands. Of course, when the " + " sign was presented before the operand, this impulsive behavior was limited.

Therefore, as in our previous studies, our discussion is based only on response times. As explained in our Introduction, arithmetic sign priming effects can be explained by the use of automatized procedures. Thus, our results suggest, in line with previous observations (Poletti et al., 2021) and in accordance with prior conclusions using different paradigms (Díaz-Barriga Yáñez et al., 2020; Mathieu et al., 2018) that the use of automatized counting procedures for small addition problems is the dominant strategy from 13 years of age.

Our next steps in the current article are to examine size effects in the same populations of children and, finally, to interpret priming and size effects, one in light of the other. As already explained in our Introduction, this approach allows the interpretation of a lack of priming effect, which can reflect either the use of retrieval or the use of conscious, diverse, and costly counting procedures that cannot be primed in 150 ms .

## Experiment 2: Size effects

## Procedure

Children were asked to solve simple additions and to give their responses orally as quickly and accurately as possible. The same 135 possible combinations of one-digit numbers as in Experiment 1 were used to construct addition problems (see Table 1). The task was also designed using DMDX software. Vocal responses were recorded with a voice key and individually checked offline for accuracy using CheckVocal software.

Each trial began with a fixation signal " $\mid$ " displayed at the center of a computer screen for 500 ms . Then, the addition problem was presented in its entirety at the center of the screen and remained on the screen until a response was given orally by the children. Children were presented with three blocks of problems, each containing the 45 problems described in the Method section. The problems were presented randomly in each block. To familiarize children with the task and allow the experimenter to test the voice key sensitivity, 4 warm-up addition problems were presented before the experimental phase. To avoid excessive fatigue, one break was proposed in each block. As in Experiment 1 , each child was tested individually in a quiet room within the school, and the task took about 15 min to complete.

## Results

The data sets that were generated and analyzed in Experiment 2 are available in the OSF repository (https://osf.io/fpnav/?view_only=1bfa02854f0a4210871add96630dc1d7). To examine size and priming effects conjointly, the data sets of the 7 children who were excluded from the analyses in Experiment 1 were also excluded from the current analyses.

For this experiment, and contrary to Experiment 1, specific effects depending on age groups were not expected. Therefore, we classically ran ANOVAs including this variable.

## Percentages of errors

The analysis on percentages of errors was carried out on $95 \%$ of the whole set of data because no response was recorded for $5 \%$ of trials due to technical errors. Overall, children performed very well on the task, making about $4.1 \%$ of errors (Table 3). An ANOVA on this variable was conducted with age group ( 8 - to 9 -year-olds, 10 - to 12 -year-olds, or 13- to 15 -year-olds) as a between factor and problem size (small or large) as a within factor. The main effects of age group, $F(2,95)=2.33, \eta_{\mathrm{p}}^{2}=.05, p=.10$, and problem $\operatorname{size}\left(F<1, \eta_{\mathrm{p}}^{2}=.01, p=.38\right)$ and the interaction between these two factors ( $F<1, \eta_{\mathrm{p}}^{2}=.01$, $p=.81$ ) were not significant.

Table 3
Mean solution times (in milliseconds) and percentages of errors as a function of age group and problem size Note. Standard deviations are in parentheses.

| Problem size | 8- to 9-year-olds | 10- to 12-year-olds | 13- to 15-year-olds |
| :--- | :--- | :--- | :--- |
| Percentages of errors |  |  |  |
| Small problems | $3.8(7.9)$ | $3.3(4.9)$ | $5.9(7.1)$ |
| Large problems | $2.8(3.4)$ | $3.3(3.6)$ | $5.3(5.3)$ |
| Solution times $(m s)$ | $1720(516)$ | $1423(433)$ | $1159(329)$ |
| Small problems | $1768(454)$ |  | $1167(246)$ |

## Solution times

This analysis was carried out on correctly solved problems only (i.e., $96 \%$ of the trials analyzed in the previous section). In addition to the $5 \%$ of trials already discarded because of technical errors, $4 \%$ of outliers corresponding to responses below 200 ms and more than 2 standard deviations away from the participants' mean were also discarded from the analysis on solution times.

To analyze the difference between small and large problems, we conducted an ANOVA on solution times with age group (8- to 9 -year-olds, 10- to 12 -year-olds, or 13 - to 15 -year-olds) as a between factor and problem size (small or large) as a within factor (Table 3). There was a significant main effect of problem size, $F(1,95)=5.96, \eta_{\mathrm{p}}^{2}=.06, p=.02$, with shorter solution times for small problems ( 1398 ms ) than for large problems ( 1453 ms ). The results also revealed a main effect of age group, $F(2$, $95)=15.28, \eta_{\mathrm{p}}^{2}=.24, p<.001$. Post hoc analyses indicated that solution times in 8 - to 9 -year-olds $(1744 \mathrm{~ms})$ were significantly longer than those in 10 - to 12 -year-olds ( 1369 ms ), $t(95)=3.91$, $p<.001$, and in 13 - to 15 -year-olds ( 1163 ms ), $t(95)=5.25, p<.001$. The difference in solution times between 10- to 12 -year-olds and 13 - to 15 -year-olds ( -206 ms ) was marginally significant, $t$ $(95)=1.89, p=.06$. The Age Group $\times$ Problem Size interaction was not significant, $F(2,95)=1.63$, $\eta_{\mathrm{p}}^{2}=.03, p=.20$.

## Size effects

Small problems. Solution times for small problems followed a linear pattern. Therefore, it was possible to fit them with a linear regression for each participant, with the problem sum as the predictor. The slopes were extracted and Student's $t$ tests were performed to assess whether they were statistically different from 0 in each age group. This was indeed the case, with $t(35)=6.95, p<.001, d=1.16$, and a slope of 282 ms for 8 - to 9 -year-olds, $t(38)=4.01, p<.001, d=0.64$, and a slope of 155 ms for 10 - to 12-year-olds, and $t(22)=2.45, p=.02, d=0.51$, and a slope of 98 ms for 13 - to 15 -year-olds (see Fig. 2).

Large problems. In sharp contrast to small problems and as can be seen in Fig. 2, at least from sum to 8, large problems did not exhibit the classical problem size effect. To clarify this point, we performed an ANOVA with age group as a between factor and problem sum (sum to 7 , sum to 8 , sum to 9 , and sum to 10 problems) as a within factor. The analysis indicated that sum to 10 problems were solved faster than sum to $7[-153 \mathrm{~ms}, t(95)=4.49, p<.001]$, sum to $8[-223 \mathrm{~ms}, t(95)=6.80, p<.001]$, and sum to 9 problems $[-179 \mathrm{~ms}, t(95)=6.63, p<.001]$. Moreover, sum to 9 problems were solved tendentially faster than sum to 8 problems [ $-44 \mathrm{~ms}, t(95)=1.67, p=.09$ ]. This difference was especially due to the group of 13 - to 15 -year-olds for whom the difference approached significance [ -104 ms , $t$ $(95)=1.96 p=.05$ ]. Concerning the difference in solution times between sum to 7 and sum to 8 problems, it was significant in 8 - to 9 -year-olds $[-114 \mathrm{~ms}, t(95)=2.52 p=.01]$ but not in 10- to 12 -yearolds [ $-27 \mathrm{~ms}, t(95)=0.62, p=.54$ ] or in 13 - to 15 -year-olds $[-70 \mathrm{~ms}, t(95)=1.23, p=.22$ ].

Furthermore, it appeared that, at least for the younger group of children, problems with a sum to 7 were solved quicker when they belonged to the large category of problems rather than the small category. This was confirmed by a Student's $t$ test, $t(35)=2.77, p=.01, d=0.46$. For 10 - to 12 -year-olds and 13- to 15 -year-olds, solution times for large and small sum to 7 problems were not statistically different ( $p=.93$ and $p=.51$, respectively).


Fig. 2. Mean solution times (with standard errors) for each age group and each problem size according to the sum of the problem. y.o, years old.

Comparisons between small and larger problems. Student's $t$ tests were performed to assess whether slopes associated with small problems were statistically higher than those associated with large problems. This was indeed the case when all age groups were considered together, $t(97)=8.36, p<.001$, $d=0.84$, and also when each age group was considered separately, $t(35)=6.91, p<.001, d=1.15$ for 8to 9 -year-olds, $t(38)=4.65, p<.001, d=0.75$ for 10 - to 12 -year-olds, and $t(22)=2.82, p=.01, d=0.59$ for 13- to 15 -year-olds.

## Experiments 1 and 2

## Correlational analyses

Correlation analyses between arithmetic fluency scores, size, and priming effects for small problems and large problems (Table 4) were performed for the full sample of children and for each age group.

Concerning small problems and the full sample of children, there was a negative correlation between arithmetic fluency scores and the size effect, revealing that the size effect increases as children's arithmetic fluency decreases ( $r=-.448, p<.001$ ). When the age of children was entered as a covariate in the analysis, the correlation remained significant ( $r=-.344, p<.001$ ). This correlation was observed in the two groups of younger children $(r=-.477, p=.01$ and $r=-.402, p=.01$ for 8to 9 -year-olds and 10- to 12 -year-olds, respectively). It was still significant when controlling for the age of children $(r=-.338, p=.05$ and $r=-.465, p=.01$ for 8 - to 9 -year-olds and 10 - to 12 -yearolds, respectively). Moreover, in 10- to 12-year-olds, there was a negative correlation between size effects and priming effects, revealing that larger size effects were related to smaller priming effects ( $r=-.527, p<.001$ ).

## Table 4

Correlations between arithmetic fluency scores, size effect in Experiment 2, and priming effect in Experiment 1 for small and large problems in the full sample of children ( $N=98$ ), 8 - to 9 -yearolds ( $n=36$ ), 10 - to 12 -year-olds ( $n=39$ ), and 13 - to 15 -year-olds ( $n=23$ )

| Variable | Full sample |  |  |  |  | 8- to 9-year-olds |  |  |  |  | 10- to 12-year-olds |  |  |  |  | 13- to 15-year-olds |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 | 4 | 5 | 1 | 2 | 3 | 4 | 5 | 1 | 2 | 3 | 4 | 5 | 1 | 2 | 3 | 4 | 5 |
| 1. Small problem size effects | - | - | - | - | - | - | - | - | - | - | - | - | - | - | - | - | - | - | - | - |
| 2. Small problem priming effects | -. 116 | - | - | - | - | . 169 | - | - | - | - | $-.527^{* * *}$ | - | - | - | - | $-.248$ | - | - | - | - |
| 3. Large problem size effects | -.212* | . 000 | - | - | - | $-.218$ | . 161 | - | - | - | -. 187 | -. 221 | - | - | - | -. 382 | -. 005 | - | - | - |
| 4. Large problem priming effects | $-.314^{* *}$ | -. 058 | -. 049 | - | - | -. 236 | -. 187 | $-.013$ | - | - | $-.475^{* *}$ | . 283 | -. 167 | - | - | -. 316 | . 244 | . 120 | - | - |
| 5. Arithmetic fluency scores | $-.448^{* * *}$ | -. 048 | .232* | .213* | - | $-.477^{* *}$ | . 055 | . 200 | . 192 | - | -. 402 | . 164 | . $446{ }^{* *}$ | . 295 | - | -. 026 | -. 164 | .448* | . 155 | - |

[^1]Concerning large problems and the full sample of children, there was a positive correlation between arithmetic fluency scores and size effects ( $r=.232, p=.02$ ), which remained significant after controlling for the age of children ( $r=.348, p<.001$ ). To understand this correlation, it must be recalled that the slopes for large problems were negative in each age group. Therefore, higher children's math skills were related to more positive or less negative slopes. This result was observed in the two groups of older children ( $r=.446, p=.01$ and $r=.448, p=.03$ for 10- to 12-year-olds and 13 - to 15 -year-olds, respectively), and the correlations remained significant after controlling for the age of children ( $r=.430, p=.01$ and $r=.450, p=.04$ for 10 - to 12 -year-olds and 13 - to 15 -yearolds, respectively).

Moreover, in the full sample of children, there was a positive correlation between arithmetic fluency scores and priming effects ( $r=.213, p=.04$ ), which remained marginally significant after the age of children was controlled for, $(r=.181, p=.08)$.

## Control analyses

Experiment 2 was always presented before Experiment 1. To evaluate whether this fixed order contaminated our crucial results on size effects, we conducted a series of $t$ tests comparing size effects in each age group for small problems and large problems. Of the six $t$ tests conducted, only one was significant (i.e., -44 ms for large problems in 8 - to 9 -year-olds in Experiment 2 and -150 ms in Experiment 1 [priming], $t(35)=-2.12, p=.04$ ), which ensures that the experiment fixed order of presentation had at worse only a minimal effect on our results.

## General discussion

In this study, we have conjointly studied priming and size effects in three populations of children ( $8-9,10-12$, and $13-15$ years of age) who were asked to solve addition problems. In this section, we address the results obtained on small problems before those obtained on larger problems.

For the group of older children, size effects for small additions involving operands from 2 to 4 were observed in association with priming effects of the " + " sign. However, this was not the case for the two groups of younger children, who also presented size effects for small problems but no evidence of priming effects. Therefore, the relatively large slopes of 282 ms in 8 - to 9 -year-olds and 155 ms in 10 - to 12 -year-olds must reflect the use of conscious reconstructive and counting strategies that cannot be primed in 150 ms by an arithmetic sign. In contrast, a smaller significant slope of less than 100 ms (i.e., 98 ms exactly) in older children may reveal the use of rapid, unconscious, and automatized counting procedures that can be primed by the anticipated presentation of the " + " sign. For the first time, therefore, we are able to quantify the mean size of the slope that can reflect the use of automated procedures at the group level.

However, it is probable that at an individual level the slope reflecting automatization is below 98 ms because some 13 - to 15 -year-old children might present a delay in the automatization process and, therefore, might present larger slopes, increasing the value of the average slope. As an illustration, an inspection of our data at an individual level reveals that 1 child in this age group presented a size effect of 637 ms . This shows that reasoning on averages over age group of children always needs to be done with care, mainly because of the variability in children's behaviors (Dewi \& Thevenot, 2022; Siegler, 1987). Still, reasoning at the group level provides a reference value above which children could potentially be identified as presenting difficulties or delays in their procedure automatization (Bagnoud et al., 2021c). The negative correlation between arithmetic fluency scores and the size of the slope that we observe in the current research also attests that the size of the slope can constitute a valuable indicator of children's arithmetic difficulties. Noticeably, this correlation and all the others involving children's arithmetic fluency were still significant after controlling for the age of children. This means that children's level of expertise in arithmetic was specifically associated with the size of the slope independently of general cognitive maturation. Concerning the correlation between arithmetic fluency and the size of the slope that we have just mentioned, however, it should be noted that whereas this correlation was observed in our full sample of children as well as in our two younger groups of children, it was not significant in the group of 13 - to 15 -year-olds. A first explanation could be that the
number of children involved in this group was too low compared with the other groups to reveal the correlation ( $n=23$ compared with 36 and 39 for the other two groups). A second explanation is that once the counting procedure is automatized, it no longer depends on arithmetic fluency because a threshold in arithmetic skills has been reached. This explanation will need to be investigated on larger samples of children because an argument against it is that automaticity is probably a continuous process rather than an on-off process (e.g., Logan, 1997). Moreover, we know that the size of the slope in adults is much lower ( $20-50 \mathrm{~ms}$; Barrouillet \& Thevenot, 2013; Uittenhove et al., 2016) than in this group of children ( 98 ms ), which suggests that 13 - to 15 -year-olds could reach a higher degree of procedure automaticity later during their development (Jeon et al., 2019). However, we have already commented that an inspection of our data at an individual level shows that some children are still using costly conscious procedures (i.e., a slope of 637 ms for 1 child). Therefore, future research with more numerous 13 - to 15 -year-olds will be needed to determine whether a subpopulation of children, or only some exceptions, can be identified as lagging behind in terms of automatization.

If we envision that a minority of children have not reached automatization at 13 to 15 years of age, we also need to consider that a minority of 10 - to 12 -year-olds have already reached automatization of procedures for small problems. This assumption is supported by the negative correlation observed between size and priming effects in this age group, which could reflect the fact that some children who present a priming effect also present smaller slopes because they are more efficient. Still, it must be noted that this correlation between priming and size effects was not observed in Poletti et al. (2021) and, therefore, will need to be replicated before it can be discussed further.

Regardless of small subgroups of children who could be behind or ahead concerning the automatization process of counting procedures, it appears that counting automaticity occurs relatively late during development. Whereas automatization in reading develops during the course of the first year of instruction, typically in Grade 1 (Megherbi et al., 2018), the current results as well as previous results in the literature (Díaz-Barriga Yáñez et al., 2020; Mathieu et al., 2018a; Poletti et al., 2021) did not reveal signs of counting automaticity before Grade 6 or 7. It must be noted, however, that full automaticity in reading is not yet fully reached even after 4 years of instruction (Froyen et al., 2009). This suggests that it is a long road to automaticity whatever the cognitive domain considered. Still, it is plausible that full automaticity of counting procedures occurs later during development than reading automaticity because reading is a more frequent activity than counting both at school and in everyday life. Noticeably, the instructions in counting and arithmetic activities in schoolbooks are often read by children, and arithmetic exercises are often embedded in word problems (e.g., Verschaffel et al., 1999). The reverse, however, is obviously not true because there is no reason for reading activities to be connected to mathematical contents. A difference in the amount of practice between mathematical and reading activities (e.g., Eurydice, 2022), therefore, might be responsible for late automaticity of counting procedures compared with reading.

For larger problems with a sum from 7 to 10 involving one operand greater than 4, priming effects were not observed in any of the age groups. Moreover, and consistent with Uittenhove et al. (2016) in adults and Bagnoud et al. (2021a) in children and adults, no size effect was observed for these problems. This absence of variation in solution times (i.e., plateau) and the absence of priming effect of the " + " sign support the idea that the answers to such problems are retrieved from memory by children and adults. Note that, as already explained in our Introduction, considering size and priming effects conjointly allows us to resolve a serious difficulty of interpretation concerning the absence of priming effect. Indeed, without considering size effects, this absence can be interpreted either as the use of retrieval or as the use of conscious algorithmic procedures. Because the use of conscious algorithmic procedures necessarily results in a significant slope associating solution times with the size of the problem, a configuration where the absence of priming effect is observed with a lack of size effect, therefore, can be unambiguously interpreted as the use of retrieval. In contrast, and as already explained above in the discussion about small problems, a lack of priming associated with significant slopes must be interpreted by the use of conscious algorithmic procedures.

Interestingly, the absence of size effect for larger problems was also observed by Bagnoud et al. (2021a) already in children aged 6 to 7 years (Grade 1) for problems with sums to 8,9 , and 10. However, contrary to what is observed in older children and adults, sum to 7 problems were still subjected to size effects in this young population. Therefore, and contrary to what is expected following
most retrieval models (e.g., Ashcraft, 1992; Siegler \& Shrager, 1984), it seems that for problems with a sum up to 10 , answers to larger problems are retrieved first during development (Compton \& Logan, 1991; Dewi, Bagnoud, \& Thevenot, 2021a, 2021b; Logan \& Klapp, 1991; Thevenot et al., 2020). As stated above, whereas this last assumption cannot be accounted for by most retrieval models, there is one exception. Indeed, Logan, one of the most eminent retrieval theorists, described and explained retrieval of larger problems before smaller ones within a horse race model. Because for solving such problems the number of steps is too numerous to be conducted efficiently and rapidly, individuals would deliberately memorize their sums (Logan \& Klapp, 1991). As is developed below, we have the same interpretation, but the difference between our conception and Logan's conception is that we do not assume that the response to small problems will eventually be retrieved later during development.

The conclusion that the answers to large problems are retrieved before the answers to smaller problems during development is also supported by the results obtained on large sum to 7 and 8 problems. In 8- to 9 -year-old children, an increase in solution times between large problems with sums to 7 and 8 is observable. In contrast, there is no variation between problems with sums to 8 and 9 , but there is a sharp decrease in solution times for sum to 10 problems. The special status of sum to 10 problems has already been theoreticized by retrieval model proponents (Campbell, 1995; Chen \& Campbell, 2018). Sum to 10 problems would indeed be particularly salient and accessible due to the base 10 system. This special status of sum to 10 additions, which is evidenced by particularly short solution times in our study, is actually observable in each age group. In 10 - to 12 -year-old children, the difference in solution times between sum to 7 problems and sum to 8 problems, which was observable in younger children, has disappeared; therefore, the plateau in solution times is related to problems with sums from 7 to 9 . In older children, the decrease in solution times starts from sum to 8 problems. These patterns of results can reflect a mix between procedural and retrieval strategies for large problems with an increase of retrieval reliance over development, starting with larger problems.

Such increasing reliance on retrieval with expertise, starting with the largest problems, would result in flatter slopes in experts than in novices. This is probably the explanation for the positive correlations we obtained between arithmetic fluency scores and the size of the slopes. Because for large problems the slopes that we observe are negative, this correlation shows that an increase in math fluency is associated with a decrease in the slope negativity. To confirm this interpretation, we compared the slopes of the 45 children with higher math skills (mean score of 78 ) with the slopes of the 45 children with lower skills (mean score of 40). To obtain clearly distinct groups, we removed the scores of 8 children around the median. In both groups, the slopes were negative. However, less negative slopes $(-28 \mathrm{~ms})$ were observed in the group of children with higher skills compared with the group of children with lower skills ( -70 ms ).

Following the logic that problems with the largest sum are retrieved first during development, it could be envisioned that the answers to small problems involving operands from 2 to 4 will eventually be retrieved from memory after 13 to 15 years of age. Nevertheless, there are two main arguments against this assumption. First, it could not explain why in older children small addition problems benefit from the anticipated presentation of the " + " sign, whereas larger problems do not. Second, it is well established that significant and positive size effects are observable for small problems during adulthood, that is, in a mature cognitive system (e.g., Barrouillet \& Thevenot, 2013; LeFevre et al., 1996). These size effects were classically interpreted as variations in the speed of retrieval because of interference effects (Zbrodoff \& Logan, 2005), but such explanations are now challenged by the observations that solution times can remain stable or even decrease, whereas the size of the problem increases. Indeed, if size effects in retrieval models are explained by the fact that larger problems suffer from more interference than smaller ones, a monotonic increase as a function of the size of the problem is expected.

A last correlation that we obtained, and that we have not discussed yet, is the one between priming effect and arithmetic fluency for large problems in our full sample of children. At first glance, the interpretation of this correlation appears to be difficult because priming effects are not observed at the group level for large problems. However, this correlation indicates that fluent children could present priming effects or, in other words, could use automated procedures, even when the additions involve operands outside the range of subitizing. This would challenge the automated counting theory. Nevertheless, even though subitizing is often viewed as limited to 4 objects (e.g., Revkin et al., 2008;

Simon \& Vaishnavi, 1996), several studies suggest that the phenomenon could be extended to 5 objects (e.g., Starkey \& Cooper, 1995; Wolters et al., 1987). Therefore, it is possible that some children in our sample have the ability to subitize up to 5 objects and, therefore, could have developed automated counting procedure involving operands up to 5 . To examine this possibility, we split up our material of large problems with additions involving a 5 , on the one hand (i.e., $5+2,5+3,5+4$, and their inverse combinations), and problems with operands greater than 5 , on the other (i.e., $6+2,6+3,6+4,7+2,7+3,8+2$, and their inverse combinations). Strikingly, we found that the correlation between arithmetic fluency and priming effects was limited to problems with operands up to 5 ( $r=.309, p=.002$ vs. $r=.062, p=.543$ for problems with operands greater than 5 ). Therefore, our interpretation that some children in our sample have automatized counting procedures for a range of problems involving operands from 2 to 5 is plausible. However, this result will need to be replicated and tested directly before we can discuss it further and consider its implications for the automated counting theory.

All in all, our set of data is best explained by the idea that development toward expertise in solving small problems consists in an acceleration of one-by-one counting procedures until automatization. As was well described and summarized by Logan (1997), the main characteristics of automatized procedures are quickness, effortlessness, autonomy, and unconsciousness. It explains why, when solving small problems, experts are only aware of the final product of the procedure (i.e., the answer) and not of the procedure itself (i.e., counting steps). More precisely, when the time required to make a step is relatively long, the procedure is conscious and can be verbally reported by solvers. In contrast, very quick steps from one number to another (taking less than 100 ms , as reported in the current article) cannot reach consciousness provided that the number of steps to be performed is not too large. Indeed, to be adaptative, such automatized counting procedures are necessarily restricted to small quantities. Our results suggest that outside the range of subitizing, or the range of elements that can be apprehended in a single snapshot (Cowan, 2001), automatized procedures could be too slow and effortful to be efficient. In this case, retrieval of the answer from long-term memory could be the process maximizing performance. Therefore, our results could be explained by a horse race model (Logan \& Cowan, 1984) between automatized counting procedures and retrieval in which procedures could win over retrieval when both operands are "subitizable." Mathieu et al. (2016) suggested that solving the problem by successive one-by-one increments could be done along a mental number line (see also Chouteau et al., 2021). Moves greater than four steps could not be possible without costly attentional shifts that would make the procedure inefficient and, therefore, would make retrieval the best strategy. As is well illustrated in the current article (Fig. 2), large problems solved mainly by retrieval are solved faster than small problems with a sum of 7 in 8 - to 9 -year-old children who have not yet automatized the counting procedures. However, this difference in solution times decreases until disappearance as children become expert and the counting procedures evolve toward automatization. At this point, automatized counting procedures can be faster than retrieval and win the race.

Stated differently and more generally, the overall pattern of results that we observed in this study could stem from the competition between procedures and retrieval for each problem. When the procedure is automatized, it virtually systematically wins the race; when it is not, retrieval wins the race, given that the association between the problem operands and the problem answer has already been stored in long-term memory. If this memory association has not been done yet, individuals need to rely on conscious and costly reconstructive strategies (Logan, 1988a, 1988b; Logan \& Klapp, 1991).

In addition to their rapidity of execution, automated counting procedures present two other main advantages over retrieval. First, the addition facts represented in retrieval networks often interfere with each other, which is sometimes problematic and partly explains why individuals experience difficulties in learning and recalling them (e.g., De Visscher \& Noël, 2014a, 2014b). Counting procedures are immune from such interference, and the automated counting process is guaranteed to run successfully to completion once it is launched (i.e., autonomy). Second, whereas procedures are transferable to new problems, this is not supposed to be the case for memorized facts (Campbell et al., 2016; Dewi \& Thevenot, 2022; Logan \& Klapp, 1991). Therefore, counting procedures are a more powerful tool than stored facts for generalization of learning (VanLehn, 1996).

A last point deserving discussion is the fact that the lack of priming effect for large problems in expert children could seem at odds with the observations of Fayol and Thevenot (2012) or Thevenot et al. (2020). Indeed, in these last studies, when problems are more roughly considered depending on their sums (i.e., $\leq 10 \mathrm{vs}$. $\geq 10$ ) rather than depending on the size of the operands, priming effects for large problems are observed. Nevertheless, there is no contradiction between the different studies. All researchers in the domain of numerical cognition, whatever the theory they defend, agree that the large problems studied by Fayol and Thevenot are often solved by expert solvers via reconstructive strategies (e.g., Campbell \& Timm, 2000; LeFevre et al., 1996; Thevenot et al., 2007). It is then plausible that automatized counting procedures are used to compute intermediate sums during the process of decomposition (e.g., $4+7=4+2+5$; Cheng, 2012).

All in all, the results of this research have allowed us to put forward a new model of arithmetic skill development in which counting procedures limited to small problems can win in efficiency over retrieval. This model is completely original and even iconoclast because most classical models in the literature argue that during development retrieval will become the dominant strategy for all problems because it is faster than any reconstructive strategies (Ashcraft \& Fierman, 1982; Siegler \& Shrager, 1984). As claimed here, a conjoint examination of priming and size effects for addition problems does not support this assumption, at least not for problems constructed with operands within the subitizing range. Given that this range varies between individuals and that it can sometimes reach 5 items (Leibovich-Raveh et al., 2018), therefore, it is possible that some large problems in our study involving operands up to 5 are solved by some efficient children with automatized procedures. This could be the reason why, at the full sample level, a correlation between math skills and size of priming effect is observed even for large problems in the current research. This line of reasoning definitely needs to be developed in future experiments examining conjointly size and priming effects as well as individual subitizing ranges.

Before concluding, two limitations of the current research need to be mentioned. First, and as already evoked, the relatively small samples of participants in each of the age groups under study make it difficult to draw strong conclusions from the results of our correlational analyses. The relationships among priming effects, size effects, and individuals' arithmetic fluency will need to be addressed in future studies with larger samples of participants. Second, and maybe also because of a limited number of participants, ambiguous statistical results were obtained for the group of older children concerning priming effects. Whereas a priming effect of the " + " sign was found for small problems (i.e., shorter solution times in the negative SOA condition than in the null one) but not for larger problems, the interaction between SOA and problem size failed to reach significance ( $p=.17$ ). The former result supports the idea that automated counting procedures are activated and used by 13 - to 15 -year-olds for small problems but not for large ones, but the latter result rather supports the position that both small and large problems are subjected to sign priming effects (given that the main effect of SOA was significant for this age group). However, this second possibility is strongly questioned by the fact that there was no increase in solution times for large problems depending on the size of problems. Counting or algorithmic procedures should indeed take longer as the size of the problems increases. Still, as evoked earlier, the possibility that automated counting procedures are possibly used beyond the range of very small problems (i.e., both operands up to 4 ) by individuals with particularly high working memory or attention capacities will be worth investigating in the future.

To conclude, the results of the current research question the existence of size effects systematically linking the size of simple addition problems to their solution times. Indeed, a precise examination of solution times depending on categories of problems established on theoretical elements (i.e., operands within or beyond the subitizing range) revealed an increase of solution times depending on the sum of small problems followed by a decrease in solution times for larger problems. Relating these size effects to the results obtained in a priming task of the " + " sign strongly suggests that, contrary to what is put forward by most retrieval models, expert solvers solve small addition problems by automatized counting procedures, whereas they retrieve the results of larger problems from memory.
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