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ARTICLE INFO ABSTRACT

Scientific and mathematical thinking relies on the ability to evaluate whether conclusions drawn from conditional
(if-then) arguments are logically valid. Yet, the neural development of this ability — termed deductive reasoning —
is largely unknown. Here we aimed to identify the neural mechanisms that underlie the emergence of deductive
reasoning with conditional rules in children. We further tested whether these mechanisms have their roots in the
neural mechanisms involved in judging the likelihood of conclusions. In a functional Magnetic Resonance Imaging
(fMRI) scanner, 8- to 13-year-olds were presented with causal conditional problems such as “If a baby is hungry
then he will start crying; The baby is crying; Is the baby hungry?”. In Validity trials, children were asked to
indicate whether the conclusion followed out of necessity from the premises. In Likelihood trials, they indicated
the degree of likelihood of the conclusion. We found that children who made accurate judgments of logical
validity (as compared to those who did not) exhibited enhanced activity in left and medial frontal regions. In
contrast, differences in likelihood ratings between children were related to differences of activity in right frontal
and bilateral parietal regions. There was no overlap between the brain regions underlying validity and likelihood
judgments. Therefore, our results suggest that the ability to evaluate the logical validity of conditional arguments
emerges from brain mechanisms that qualitatively differ from those involved in evaluating the likelihood of these
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arguments in children.

1. Introduction

Deductive reasoning describes the ability to infer logically valid
conclusions from prior information. For example, in the context of con-
ditional rules, deductive reasoning allows one to draw the conclusion
“The baby will start crying” from the premises “If a baby is hungry then
she will start crying” and “The baby is hungry” (an inference termed
Modus Ponens or MP). Not only is the ability to make such conditional
deductions at the heart of scientific and mathematical thinking (Michal
and Ruhama, 2008), but impairments in deductive reasoning are
observed in children with math learning disability (Morsanyi et al.,
2013). Therefore, understanding the neuro-cognitive mechanisms
enabling the emergence of deductive reasoning in children is important
from theoretical, clinical, and educational perspectives.

Although there is evidence that simple inferences such as Modus
Ponens are made relatively early in development (i.e., as early as in

kindergarten; Hawkins et al., 1984; Byrnes and Overton, 1986), studies
also indicate that young children's deductive behavior is limited. For
instance, those children usually fail to detect that the conclusion “The
baby is hungry” cannot be logically drawn from the premises “If a baby is
hungry then she will start crying” and “The baby starts crying” (an
inference termed Affirmation of the Consequent or AC). This is because
there may be other reasons leading to a baby crying, and the conclusion
“The baby is hungry” does not follow out of necessity (e.g., the baby may
be too cold). Increased ability to reject that AC form is usually observed
in young adolescents, at least when premises have a concrete content
(Markovits and Vachon, 1990; Barrouillet et al., 2002). Therefore, and
although rejecting the AC form remains difficult even for educated adults
(Cummins et al., 1991; Markovits and Doyon, 2004), increased ability to
reject the AC form is often considered a hallmark of the emergence of
deductive reasoning in children.

Over the past decades, studies have found that deductive reasoning
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primarily engages frontal and parietal brain regions in adults (for a re-
view, see Prado et al., 2011). Yet, to our knowledge, only one prior
neuroimaging study has investigated deductive reasoning in children
(Mathieu et al., 2015), and that study did not differentiate between
children who exhibited accurate deductive performance and those who
did not. Thus, the brain mechanisms that underlie the emergence of
deductive reasoning in children remain unknown. The present functional
magnetic resonance imaging (fMRI) study had two main goals. The first
one was to identify the brain regions in which activity differs between
children who reject the AC form and those who do not, thereby shedding
light on the brain regions that underlie the emergence of deductive
reasoning with conditional rules in children. We presented children be-
tween 8 and 13 with conditional problems of the AC form in a fMRI
scanner (note that this relatively wide age range was chosen so that a
relatively large variability in deductive responses could be observed). We
asked them to indicate whether conclusions followed out of necessity
from the premises (i.e., Validity trials, see Table 1). Activity during the
evaluation of the AC form was systematically compared to a baseline in
which children evaluated conclusions of more simple problems of the MP
form, which children older than 8 should uniformly endorse (Markovits
et al., 1996; Janveau-Brennan and Markovits, 1999). This was done to
ensure that reasoning activity during evaluation of the AC form was
isolated from activity related to reading a conditional rule and activity
associated with selecting between two responses (both of these compo-
nents were similar in AC and MP forms, see Monti et al., 2007 for a
discussion of baseline issues in neuroimaging studies of reasoning). Ac-
tivity during the evaluation of the AC form (compared to the MP form)
was then related to rate of acceptance of the AC form across subjects,
thereby identifying the brain regions underlying the emergence of
deductive reasoning with conditional rules (i.e., the brain regions in
which activity increased as rate of acceptance decreased).

The second goal of our study was to shed light on a debate between
one-process and two-process theories about the nature of the mechanisms
allowing for the emergence of deductive reasoning in children. On the
one hand, one-process theories assume that deductive reasoning is an
extension of the type of inductive reasoning used in everyday life, i.e.,
when one infers conclusions that are more or less likely given prior in-
formation and knowledge (Heit and Rotello, 2010; Rotello and Heit,
2009). For example, proponents of the influential Mental Model theory of
deductive reasoning — which assumes that reasoners construct spatial
mental representations of the premises when drawing deductive in-
ferences — have argued that the same type of mechanisms underlie
deductive and inductive reasoning (Johnson-Laird, 1994). More recently,
researchers have proposed Bayesian accounts of deductive reasoning that
assume that judgments of logical validity are determined by judgments of
likelihood (Oaksford et al., 2000; Oberauer, 2006). For instance, consider
the problem “If a baby is hungry then she will start crying; The baby starts
crying; Is the baby hungry?”. Bayesian theories posit that reasoners may
intuitively calculate the likelihood of a baby being hungry given that she
starts crying. This likelihood is relatively high, so the conclusion that the
baby is hungry might be drawn by some individuals when faced with the
premise “The baby starts crying”. However, likelihood estimates vary
between individuals and will change with experience (Evans and Over,
2013; Evans et al., 2015; Oaksford and Chater, 2001). Thus, Bayesian

Table 1
Examples of AC and MP forms in Validity and Likelihood trials for the rule “If a baby is
hungry then she will start crying”.

Logical form Premise Question

Validity trial

MP A baby is hungry Is it certain that she will start crying?
AC A baby starts crying Is it certain that she is hungry?
Likelihood trial

MP A baby is hungry How sure it is that she will start crying?
AC A baby starts crying How sure it is that she is hungry?

Notes: MP: Modus Ponens, AC: Affirmation of the Consequent.
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theories can explain why rejection rates of the AC form varies between
individuals and typically increase over development: Because older
children have a broader knowledge base than younger children, a given
premise (e.g., “The baby starts crying”) is more likely to evoke multiple
associated causes in older than younger children (e.g., “The baby is
hungry, “The baby is cold” etc.). This will lower the certainty of the
conclusion. Overall, then, Bayesian theories assume that judgments of
likelihood may translate into likelihood of rejection of a deductive
argument, either directly (e.g., a conclusion associated with a probability
of 60% might be accepted about 60% of the time; Liu and Song, 2003), or
indirectly using an internal threshold (i.e., a conclusion may only be
accepted if the associated probability is above a certain threshold;
Oberauer, 2006). In sum, one-process theories do not see any major
qualitative difference between evaluating the logical validity and the
likelihood of a conclusion.

On the other hand, two-process theories assume that the mechanisms
supporting judgments of logical validity are different from those under-
lying judgments of likelihood. For instance, the Mental Logic theory
posits that deductive reasoning relies on formal rules of inference that are
specific to logic and therefore cannot account for inductive reasoning
(Braine and O'Brien, 1998). A developmental variant of the Mental Model
theory proposed by Markovits and Barrouillet (2001) also makes a
distinction between evaluating the logical validity and the likelihood of
conclusions in children. Specifically, this model emphasizes that deduc-
tive reasoning relies on the retrieval of relevant knowledge stored in
long-term memory. For instance, in the problem mentioned earlier (i.e.,
“If a baby is hungry then she will start crying; The baby starts crying; Is
the baby hungry?”), reasoners may search for an alternate cause leading
to a baby crying (i.e., other than the baby being hungry). If at least one
alternative is found (e.g., a baby may cry because she is too cold), the
conclusion that the baby is hungry will not be made. Thus, unlike
Bayesian theories, this theory does not posit that reasoners intuitively
compute likelihoods when assessing conclusions. Rather, they may
search for counterexamples and a conclusion will be rejected if at least
one counterexample is found. Clearly, the representation and mainte-
nance of such counterexamples relies on working-memory resources
(Markovits and Doyon, 2004). Therefore, a developmental increase in
working-memory capacity may be at the heart of the increased ability to
reject the AC form with age (Markovits and Barrouillet, 2001; Barrouillet
and Lecas, 1999; De Neys and Everaerts, 2008). Finally, the idea that
judgments of logical validity and likelihood are different is broadly
consistent with dual-system theories of reasoning, which posit that two
types of cognitive processing underlie human reasoning (Evans and
Stanovich, 2013). The first type (often referred to as ‘heuristic’ or ‘intu-
itive’) is fast, unconscious, and autonomous. The second type of pro-
cessing (often referred to as ‘analytical’ or ‘deliberate’) is slow, conscious,
and controlled. It has been proposed that judgments of likelihood, which
rely on associative information and similarity, are more likely to involve
heuristic than analytic processing. In contrast, judgments of logical val-
idity, which require deliberative and accurate reasoning, are more likely
to rely on the analytic than the heuristic processing (Heit and Rotello,
2010; Rotello and Heit, 2009; Heit, 2014). In sum, two-process theories
posit that there is a difference between evaluating the logical validity and
the likelihood of a conclusion, either because these processes rely on
entirely separate mechanisms or on a different mixture of heuristic and
analytic processing.

In the present study, in addition to identifying the brain regions un-
derlying the emergence of deductive reasoning with conditional rules, we
aimed to shed some light on the debate between one-process and two-
process theories. That is, we tested whether the brain regions that un-
derlie the emergence of deductive reasoning overlap with the brain cir-
cuits associated with judging the likelihood of conclusions. This was done
by presenting children — in a second part of the experiment — with con-
ditional problems of the AC form and asking them to indicate on a scale
the likelihood of the conclusion (i.e., Likelihood trials) (Markovits and
Thompson, 2008). Activity during the evaluation of the AC form
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(compared to the MP form) was then related to likelihood rating of the
AC form across subjects. Brain regions in which activity increased as
likelihood rating of the AC form decreased in Likelihood trials were then
compared to brain regions in which activity increased as judgments of
logical validity of the AC form decreased in Validity trials.

2. Material and methods
2.1. Participants

Twenty-seven typically developing children from 8 to 13 participated
in the experiment. All children were native French speakers, had no MRI
counter-indications, had no history of neurological and psychiatric dis-
order, and were right handed. All participants had a full-scale IQ above
80 (mean: 113, standard deviation (sd): 11) as measured by the NEMI 2
(Nouvelle Echelle Metrique de I'Intelligence; Cognet, 2006). Parents
gave their written informed consent and children gave their assent to
participate in the experiment. Families were paid 80 € for their partici-
pation. The experiment was approved by the local ethics committee (CPP
Lyon Sud-Est II). Ten participants were excluded from the analyses
because of (1) withdrawal from the experiment before scanning (n = 1),
(2) technical issues during the scanning session (n = 2), (3) poor brain
coverage (n = 2), or (4) excessive head movements (n = 5). Thus, 17
participants (7 females) from 8.2 to 13.7 were included in the analyses
(mean age: 10.8, sd: 1.7).

2.2. Task

In the scanner, participants were presented with a conditional
reasoning task in which they evaluated the conclusion of an argument
either based on “validity” or “likelihood” instructions. The task was
adapted from Markovits and Handley (2005) and Markovits and
Thompson (2008). It involved the presentation of causal conditional
rules (e.g., “If a baby is hungry then he will start crying”), followed by a
premise (e.g., “A baby starts crying”). This premise was systematically
followed by a question whose format differed as a function of type of
instructions. In Validity trials, the question always started with “Is it
certain that ... ?” (e.g., “Is it certain that she is hungry?”) and participants

Cause
Consequence

Is it certain that....?
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had to answer yes or no. In Likelihood trials, the question always started
with “How sure is it that ... ?” (e.g., “How sure is it that she is hungry?”)
and participants had to move a cursor along a horizontal scale to indicate
the degree of likelihood of the conclusion (see Fig. 1). There were 5
possible degrees of likelihood, represented from left to right on the scale
(not sure at all, not very sure, medium sure, very sure, very very sure).
The initial position of the cursor was always at the center of the scale.

Overall, 24 different causal rules were presented to participants. The
exact same rules were used in Validity and Likelihood trials. Sixteen rules
were taken from Grosset et al. (2005). Following Grosset et al. (2005),
rules varied with regard to the strength of association between cause and
consequence. In half of the rules, the cause was strongly associated with
the consequence, such that individuals frequently think of that specific
cause in relation to the consequence (e.g., “If a baby is hungry then she
will start crying™) (Grosset et al., 2005). In the other half, the cause was
more weakly associated with the consequence, such that participants less
frequently evoke that specific cause in relation to the consequence (e.g.,
“If a baby is too cold then she will start crying”). Frequencies of report of
the cause given the consequence for these 16 rules are given in Grosset
et al. (2005). To increase the number of trials and maximize
signal-to-noise ratio in the fMRI scanner, we created 8 additional rules
similar to those in Grosset et al. (2005). Four of these rules had a strong
association between the cause and the consequence and four had a
weaker association. These 8 new rules were pretested on another group
of children before the experiment. Across all 24 rules, the same conse-
quence was presented with two different causes (one strongly and one
weakly associated) over the course of the experiment.

Each rule was presented with an AC form (If P then Q; Q) and with a
MP form (If P then Q; P). Examples of AC and MP forms in Validity and
Likelihood trials are given in Table 1. Overall, there were 18 Validity trials
with the AC form, 18 Validity trials with the MP form, 18 Likelihood trials
with the AC form, and 18 Likelihood trials with the MP form. In 24
additional trials (12 Validity and 12 Likelihood), premises negated the
cause or the consequence of the rule (e.g., If a baby is hungry then she
will start crying; A baby is not crying). This was done to introduce some
variability in the task and discourage participants from developing ex-
pectations. These 24 trials were considered fillers and were not
further analyzed.

Question display

Validity trials Likelihood trials

How sureis it that..?

* Very

Not sure
atall

\[®)
sure

Fig. 1. Experimental procedure. A conditional rule was displayed (e.g., “If a baby is hungry then she will start crying™), followed by a premise (e.g., “The baby starts crying™). This premise
was systematically followed by a question whose format depended upon the type of instruction (Validity or Likelihood). Each rule was always followed by two premises (and their

associated questions).
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The task was presented in 6 runs. A single run was entirely composed
of either Validity or Likelihood trials to avoid interferences between in-
structions. Half of the subjects started with 3 runs of Validity trials before
being presented with 3 runs of Likelihood trials, whereas the other half
started with 3 runs of Likelihood trials before being presented with 3 runs
of Validity trials. To maximize design efficiency and minimize the time
spent in the scanner, a single rule was always followed by two different
premises and their associated questions, leading to two trials per rule (see
Fig. 1). There were 8 rules per run, which corresponded to 16 trials. Trials
were presented in a pseudo-randomized order, such that the number of
AC and MP forms (and the number of weak and strong causes) was
counterbalanced within and between runs. The logical forms AC and MP
(and the strength of associations between cause and consequence in the
rules) were also counterbalanced between the first and the second trials
of each rule for each run. Four different scenarios were generated that
met the requirements listed above.

2.3. Stimulus timing

Stimuli were generated with Presentation software (Neurobehavioral
Systems, Inc., Berkeley, CA, www.neurobs.com). In each problem, the
cause and the consequence of the rule appeared on the screen one at a
time (cause at O s and consequence at 5 s). After 4 s, the rule was replaced
by a central fixation dot for 1 s. A premise was then presented for 4 s. This
was immediately followed by the first question (whose form differed
under “validity” and “likelihood” instruction). The question disappeared
with the participant's response or after 12 s if no response was provided.
A variable fixation period ranging from 2 to 4 s followed the disap-
pearance of the question. Another premise was then presented for 3.5 s.
This was immediately followed by the second question, which dis-
appeared with the participant's response or after 12 s if no response was
provided. A variable fixation period ranging from 2 to 3.5 s followed the
disappearance of the question. All sentences were additionally spoken on
headphones to facilitate comprehension. Responses were recorded using
MRI compatible response buttons. The experimental procedure is illus-
trated in Fig. 1.

2.4. Mock scanner practice

Children were familiarized with the MRI environment in a mock
scanner prior the actual fMRI session. The time between the training
session and the fMRI session did not exceed 4 weeks. A motion tracker
system (3D Guidance trak STAR, Ascension Technology Corporation) was
used to measure head movements and provide feedback to participants.
Children also heard a recording of the noises associated with all fMRI
sequences. Children practiced the task in the mock scanner. During that
practice session, children were presented with 4 trials (the rules differed
from the rules used in the main experiment).

Participants received the following instructions to complete the task:
“You will be presented with sentences. You will be able to read them and
to listen to them. You have to consider that what is in the sentences is
always true. For example, you will read the following sentence: “If the
sky is dark then it will start raining”. It means that you have to consider
that every time the sky is dark, it will start raining. Then, you will have to
answer a question. Sometimes, the question will be like “The sky is dark.
Is it certain that it will start raining? ”. If you are certain that it will start
raining, you have to respond “yes”. Otherwise, you have to respond “no”.
Sometimes, the question will be “The sky is dark. How sure is it that it
will start raining?”. In this case, you will have to tell us how sure you are
that it will start raining. A line will then appear on the screen. The more
sure you are, the more you have to move the cursor on the right. If you
are quite sure, you move once on the right. If you are very sure, you move
twice on the right. The less sure you are, the more you have to move the
cursor on the left. If you are not very sure, you move once on the left. If
you are not sure at all, you move twice on the left. If you are medium
sure, you can let the cursor at the center.” Each child performed two trials

Neurolmage 163 (2017) 264-275

with the experimenter (one Validity and one Likelihood instruction) and
two trials alone in the mock scanner. No performance feedback and no
further instruction were given after training.

2.5. Imaging acquisition

Functional and anatomical images were acquired with a Philips 3T
Achieva scanner (Philips Medical systems, Best, Netherlands) at Pierre
Wertheimer Neurologic Hospital in Lyon. A high-resolution anatomical
scan was collected for each participant (Field of view = 240 x 240 mm,
512 x 512 matrix, TR = 1278 ms, TE = 3.047 ms, flip angle = 8°, slice
thickness = 0.9 mm, number of slices = 188). Functional sequences were
collected with a gradient-echo, echo-planar sequence (TR = 2200 ms,
TE = 30 ms, flip angle = 90°). Twenty-six axial slices were acquired per
volume (slice thickness 3.5 mm, Field of view 220 mm,
128 x 128 matrix).

2.6. fMRI data preprocessing

Images were analyzed with SPM12 (Statistical Parametric Map 12,
Welcome department of Cognitive Neurology, London, UK). The first 6
images of each run were not acquired to allow for T1 equilibration ef-
fects. Functional images were corrected for slice acquisition delays and
realigned to the first image of the first run to correct for head movements.
Volumes with excessive head motion were further identified using the
ArtRepair software (Mazaika et al., 2009). Specifically, volumes showing
rapid scan-to-scan movement greater than 1.5 mm were substituted by
the interpolation of the 2 nearest non-repaired volumes. Runs with more
than 15% of repaired volumes were excluded from the analysis (based on
these criteria, one run was discarded for three participants). As recom-
mended by the ArtRepair developers (http://cibsr.stanford.edu/tools/
human-brain-project/artrepair-software.html), realigned images were
spatially smoothed with a Gaussian filter prior application of the
ArtRepair algorithms. Because voxels were anisotropic, this filter was
also anisotropic (4 x 4 x 8 mm full-width at half maximum). Finally, in
order to compare brain activity across grades, all individual brains
needed to be normalized into the same stereotactic space. This always
constitutes a challenge because brain anatomy changes over develop-
ment (Wilke et al., 2002). Critically, however, anatomical differences
between children older than 7-8 year-olds and adults are small enough
that they are beyond the resolution of fMRI experiments (Burgund et al.,
2002; Kang et al., 2003). Therefore, considering the age of our partici-
pants and the resolution of our data, we decided to normalize all indi-
vidual brains into the standard adult MNI space. This also allowed us to
compare the results of the present study to the results of previous
research on adults. This normalization was done in 2 steps. First, after
coregistration with the functional data, the structural image was
segmented into gray matter, white matter, and cerebrospinal fluid by
using a unified segmentation algorithm (Ashburner and Friston, 2005).
Second, functional data were normalized to the MNI space by using the
normalization parameters estimated during unified segmentation. The
quality of the normalization was verified in each participant by visually
checking the registration and ensuring an adequate correspondence be-
tween each individual's brain and the MNI template.

2.7. fMRI data processing

Statistical analyses of fMRI data were performed according to the
GLM. For both Validity and Likelihood trials, activation associated with
each logical form was modeled as epochs with onsets time locked to the
presentation of the premise and with duration matched to the offset of
the question. In total, 6 different regressors were created to take into
account the logical form and the strength of the association between the
cause and the consequence (AC with strongly associated causes, AC with
weakly associated causes, MP with strongly associated causes, MP with
weakly associated causes, fillers with strongly associated causes, fillers
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with weakly associated causes). Two additional regressors of no interest
modeled the rules themselves (one regressor for rules with a weak cause
and one for rules with a strong cause) and one regressor modeled the
average signal in the run. Therefore, there were 9 regressors in each run.
Because a behavioral response was not recorded (or given in less than
0.5 s) in only 2% of the trials, all trials were included in the analyses. This
model was applied to each participant. Finally, time series were high-pass
filtered (1/128 Hz) and serial correlations were corrected for first-order
(AR1) autocorrelations.

For each subject and trial type (Validity and Likelihood), brain activity
associated with the AC form was contrasted to brain activity associated
with the MP form. These subject-level contrasts were then entered into
2" Jevel voxelwise regression analyses in which performance associated
with the AC form (acceptance rate in Validity trials and likelihood rating
in Likelihood trials) constituted the regressor of interest. In addition, we
included age as a regressor of no interest in all 2"%-level models given that
age interacted with some aspects of behavioral performance (see Sup-
plemental Information). A FWE-corrected cluster-level threshold of
p = 0.05 (defined using a voxel-level threshold of p = 0.001) was applied
to all whole-brain statistical maps to assess brain activations.

2.8. Region of interest analyses

Region of interest (ROI) analyses were conducted using the SPM
toolbox Marsbar (http://marsbar.sourceforge.net/). ROIs included all
voxels within a 6-mm radius of each coordinate identified in (1) the
contrast showing increases of brain activity associated with decreases in
acceptance of the (strongly related) AC form in Validity trials and (2) the
contrast showing increases in brain activity associated with decreases in
likelihood rating of the (strongly related) AC form in Likelihood trials.
For each participant, we calculated the average activity for each trial type
within an ROI by averaging the fMRI signal across all voxels within that
ROL Importantly, statistical analyses of ROI activity are only performed
when coordinates of interest are defined in an independent contrast. That
is, activity associated with rules with a weak association between cause
and consequence was analyzed in ROIs defined using rules with a strong
association between cause and consequence. Similarly, activity associ-
ated with Likelihood trials was analyzed in ROIs defined using Validity
trials (and vice versa).

3. Results
3.1. Validity and likelihood judgments are related at the behavioral level

An assumption of the study is that AC arguments are associated with a
relatively large variability in performance between subjects. As shown on
Fig. 2A (left), the AC form was indeed associated with large inter-
individual differences in response rates in Validity trials: While some
children rejected that form most of the time, others accepted it most of
the time. Fig. 2B (left) indicates a similar variability in likelihood ratings
of the AC form in Likelihood trials: While some children judged that form
as unlikely most of the time, others judged it as likely most of the time.
These patterns contrasted with performance associated with the MP
form. That is, the large majority of children accepted the MP form most of
the time in Validity trials (see Fig. 2A, right). Similarly, the majority of
children judged the MP form as likely most of the time in Likelihood trials
(see Fig. 2B, right).

We then tested whether there was a relationship between accepting
the AC form in Validity trials and rating the AC form as likely in Likelihood
trials across subjects. The correlation was significant (r? 0.49,
p = 0.002) (see Fig. 2C). Thus, those participants who were willing to
reject the AC form in Validity trials were also those who were rating the
AC form as unlikely in Likelihood trials. However, this correlation was not
specific to the AC form. That is, the relationship between accepting the
MP form in Validity trials and rating the MP form as likely in Likelihood
trials across subjects was also highly significant (r> = 0.46, p = 0.003)
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(see Fig. 2D). Additional analysis of behavioral performance (not directly
related to our hypotheses) can be found in Supplemental Information.

3.2. Left and medial frontal regions underlie the emergence of deductive
reasoning in rules with strongly associated cause

In Validity trials, regions underlying the emergence of deductive
reasoning were identified by comparing brain activity associated with
the AC form in children who were rejecting that form most of the time
versus in children who were accepting that form most of the time (with
children providing mixed responses in the middle of this continuum).
That is, we linearly related acceptance rate of the AC form to brain ac-
tivity associated with evaluating that form across subjects. Activity
associated with the MP form, for which relatively little variation in
performance was observed (see Fig. 2A), was used as baseline. We failed
to find any regions in which acceptance rate of the AC form was related to
fMRI activity. To evaluate whether the strength of association between
cause and consequence affected this (lack of) result, we then conducted
separate analyses on rules with strong and weak associations between
cause and consequence. For rules with a strong association between
cause and consequence, we found that a decrease in acceptance rate of
the AC form was related to an increase in activity in left frontal regions of
the Middle Frontal Gyrus (MFG) and Precentral Gyrus (PreG). Increased
activity was also observed in the dorso-medial Prefrontal Cortex (dmPFC)
(see Table 2 and Fig. 3). There were no regions in which a decrease in
acceptance rate of the AC form was related to a decrease in activity
across subjects.

Surprisingly, these results were specific to rules with a strong asso-
ciation between cause and consequence. That is, for rules with a weak
association between cause and consequence, we failed to detect any re-
gions in which a decrease in acceptance rate of the AC form was related to
either an increase or a decrease in activity across subjects. Similarly, no
negative relationship between brain activity and acceptance rate of the
AC form could be observed for rules with a weak association between
cause and consequence in the 3 regions that we identified using rules
with a strong association (left MFG: = 0.016, p = 0.31; left PreG:
r? = 0.018, p = 0.30; dmPFC: r? = 0.019, p = 0.30, one-tailed). The
possible reasons for this null finding are discussed in the general
discussion.

3.3. Right and medial frontal as well as bilateral parietal regions underlie
differences in likelihood ratings for rules with strongly associated cause

In Likelihood trials, we compared brain activity associated with the AC
form in children who were judging that form as unlikely most of the time
versus in children who were judging that form as likely most of the time
(with children providing mixed responses in the middle of this contin-
uum). That is, we linearly related likelihood rating of the AC form to
brain activity associated with that form across subjects. Activity associ-
ated with the MP form, for which relatively little variation in rating was
observed (see Fig. 2B), was used as baseline. We failed to find any regions
in which likelihood rating of the AC form was related to fMRI activity
when all rules were considered. We then conducted separate analyses on
rules with strong and weak associations between cause and consequence.
For rules with a strong association between cause and consequence, we
found that a decrease in likelihood rating of the AC form was related to an
increase in activity in right lateralized regions of the Inferior Frontal
Gyrus (IFG) and MFG. Increased activity was also observed in the left and
right dmPFC, as well as in the parietal cortex at the level of the right
Postcentral Gyrus, right Inferior Parietal Lobe (IPL), left Precuneus, left
Angular Gyrus (AG), and left IPL (see Table 3 and Fig. 4). There were no
regions in which a decrease in likelihood rating of the AC form was
related to a decrease in activity across subjects.

Finally, for rules with a weak association between cause and conse-
quence, whole-brain analyses revealed no region in which a decrease in
likelihood rating of the AC form was related to either an increase or a


http://marsbar.sourceforge.net/

F. Schwartz et al.

>

100% =
n
o l
c
«©
L. 50%=
=
% -
¢ el Tm [
0 50 100
Acceptance (%)
oy AC
w 1
+—
=
©
g. 50% =4
S
5 ] n-l'”—.
a ” n—|
0/0 T l Ll l
0 50 100
Likelihood (%)

(@

<
2
N
T
o
(o]
=
©
=
|

0 T T T T 1

0 20 40 60 80 100

Acceptance (%)

Neurolmage 163 (2017) 264-275

100% =
7]
i i
c
©
8  50%=
L
E -
a = [
/0 Ll l Ll l
0 50 100
Acceptance (%)
MP
7
-t
: L
8
:§ 50% =1
€
= .
g .|
Oo/b Ll ' L l
0 50 100
Likelihood (%)
-~ 100=-
&
80—
3
S 60—
—] 40—
)
= 20
=
0 T T T T 1
0 20 40 60 80 100

Acceptance (%)

Fig. 2. Behavioral performance. (A) Frequency histograms of acceptance rates across participants for Affirmation of the Consequent (AC) and Modus Ponens (MP) in Validity trials. (B)
Frequency histograms of likelihood ratings across participants for AC and MP in Likelihood trials. (C) Relationship between likelihood rating in Likelihood trials and acceptance rate in
Validity trials for AC. (D) Relationship between likelihood rating in Likelihood trials and acceptance rate in Validity trials for MP.

Table 2
Brain regions in which a decrease in acceptance rate of the AC form was related to an in-
crease of activity for that form (as compared to the MP form) in Validity trials.

Anatomical ~BA  MNI coordinates Z- Cluster size
location - o score (mm3)

X Y Z
Rules with a strong association between cause and consequence
L. MFG 9 —-38 28 26 4.67 1136
L. PreG 4 -30 -10 42 396 1584
dmPFC 32 0 8 50 4.46 992

Rules with a weak association between cause and consequence
No supratheshold clusters

BA: Brodmann area, MNI: Montreal Neurological Institute.

decrease in activity across subjects. However, for these rules, we did find
a negative relationship between activity and likelihood rating of the AC
form in a region that was identified using rules with a strong association,
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the left Precuneus (r> = 0.19, p = 0.04, one-tailed) (see Fig. 5B).
Therefore, activity in this region appears to be associated with inter-
individual differences in likelihood rating whether the rule has a
strong or a weak association between cause and consequence.

3.4. The brain regions that are involved in likelihood and validity

judgments differ

Finally, we tested whether there was any overlap among the brain
regions that are involved in assessing the likelihood of a conclusion and
those that underlie validity judgments. We tested that overlap in two
ways. First, using only rules with a strong association between cause and
consequence (as no whole-brain difference could be observed for rules
with a weak association), we performed a Boolean intersection (corre-
sponding to a conjunction null hypothesis in the case of two contrasts,
Nichols et al., 2005) between (1) the brain regions in which activity
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Table 3
Brain regions in which a decrease in likelihood rating of the AC form was related to an
increase of activity for that form (as compared to the MP form) in Likelihood trials.

Anatomical location ~BA  MNI coordinates Z- Cluster size
- o score (mm3)
X Y VA
Rules with a strong association between cause and consequence
L. Precuneus 7 -12 —74 46  4.61 2128
L. dmPFC 32 -12 22 38 4.61 1072
R. dmPFC 32 6 6 42 430 5024
L. Angular Gyrus 39 -30 —-62 34 4.05 1952
L. Inferior Parietal 40 —34 —42 42 4.04 1360
Lobe
R. Postcentral Gyrus 2 54 -30 46 4.80 2560
R. Inferior Parietal 40 42 —-40 46  4.30 7216
Lobe
R. Precentral Gyrus 6 50 4 34  4.06 2544
R. Inferior Frontal 9 44 22 26 3.78 1056

Gyrus
Rules with a weak association between cause and consequence
No supratheshold clusters

BA: Brodmann area, MNI: Montreal Neurological Institute.

increased with a decrease in acceptance rate of the AC form in Validity
trials and (2) the brain regions in which activity increased with a
decrease in likelihood rating of the AC form in Likelihood trials. Each
contrast was thresholded using a FWE-corrected cluster-level threshold
of p = 0.05 (defined using a voxel-level threshold of p = 0.001). We did
not find any voxels in common between these two sets of regions
(see Fig. 6).

Second, using an ROI approach, we tested whether a relationship
between activity and acceptance rate of the AC form in Validity trials
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could be observed in any of the regions that showed a relationship be-
tween activity and likelihood rating of the AC form in Likelihood in-
struction. First, we focused on regions in which variations of activity
could be observed for rules with a strong association between cause and
consequence. We did not find any significant relationship between ac-
tivity and acceptance rate of the AC form in Validity trials in any of the
ROIs that showed a relationship between activity and likelihood rating in
Likelihood trials (all ps > 0.12). Likewise, a relationship between activity
and likelihood rating of the AC form in Likelihood trials was observed in
none of the regions that showed a relationship between activity and
acceptance rate of the AC form in Validity trials (all ps > 0.46). Second,
we focused on the only region in which we found variations of activity for
rules with a weak association between cause and consequence: the left
Precuneus. In that region, although there was a relationship between
activity and likelihood rating of the AC form for rules with a weak as-
sociation in Likelihood trials (see Fig. 5B), there was no relationship be-
tween activity and acceptance rate of the AC form in deductive trials
= 0.04, p = 0.21, one-tailed) (see Fig. 5A). Therefore, the brain re-
gions that are involved in assessing the likelihood of a conclusion do not
appear to overlap with the brain regions underlying validity judgments,
both for rules with a strong and weak association between cause and
consequence.

4. Discussion

The goal of the present study was twofold. First, we aimed to identify
the neural mechanisms that underlie the emergence of deductive
reasoning with conditional rules in children. Second, we tested whether
these mechanisms overlap with the neural mechanisms involved in
judging the likelihood of conclusions.
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4.1. Left and medial frontal regions support the emergence of deductive
reasoning with conditional rules in children

In Validity trials, enhanced activity in children who reject the AC form
(compared to those who accept that form) was observed in three brain
regions: the left MFG (BA9), the left PreG (BA4) and the dmPFC (BA32).
Therefore, these regions appear to support the emergence of deductive
behavior in children. Activity in the left lateral and medial frontal cortex
is frequently reported in studies that investigate the neural bases of
deductive reasoning in adults (Fangmeier et al., 2006; Goel et al., 2000;
Goel and Dolan, 2004; Monti et al., 2007; Monti et al., 2009; Reverberi
et al., 2010, 2012, 2007). For example, in a previous quantitative
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meta-analysis of the literature on the neural bases of deductive reasoning,
we found that the left MFG, left PreG and dmPFC were among the regions
that were the most consistently activated in studies employing deductive
tasks (Prado et al., 2011). Given the known role of the lateral prefrontal
cortex (including the MFG and PreG) in working memory (Owen et al.,
2005; Rottschy et al., 2012), it has been proposed that this area might
have a general cognitive support role during deductive reasoning (Monti
et al., 2007, 2009). For example, a lesion study found that patients with
lesions to the left lateral frontal cortex exhibited deductive reasoning
impairments, but only when they also had working-memory deficits
(Reverberi et al.,, 2009). Interestingly, developmental studies have
demonstrated age-related increases of activity in the lateral frontal cortex
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Z=42

Z=49

Fig. 6. Brain activity modulated by acceptance rate of the AC form in Validity trials (red)
and likelihood rating of the AC form in Likelihood trials (green) for strongly associated
rules, overlaid on the same axial slices of a MNI-normalized brain.

in working-memory tasks, and activity in these regions relates to
working-memory abilities (Klingberg, 2006). Therefore, greater activity
in the left MFG and PreG in children who exhibit deductive behavior (i.e.,
who reject the AC form) compared to those who do not (or less) exhibit
that behavior (i.e., who accept the AC form) might reflect increased
working-memory engagement. This would be consistent with counter-
examples theories of reasoning (Markovits and Vachon, 1990; Markovits
and Barrouillet, 2001; Barrouillet et al., 2002). However, given that (1)
we did not independently localize the brain mechanisms involved in
working-memory and that (2) the regions activated involve only a
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restricted portion of the brain system supporting working-memory
(Owen et al., 2005), this claim remains speculative and needs to be
confirmed by future studies.

Besides the left MFG and PreG, another region in which activity was
greater for children who rejected the AC form than in children who
accepted that form was the dmPFC (BA32). Lesions to this region have
been shown to impair deductive reasoning performance in adults, even
when working memory abilities are spared (Reverberi et al., 2009). In
contrast to patients with lesions to the lateral prefrontal cortex, patients
with a lesion to the dmPFC also have issues evaluating the difficulty of a
deductive problem correctly (Reverberi et al., 2009). Therefore, it has
been suggested that the dmPFC might be involved in the evaluation of
task difficulty during reasoning (Reverberi et al., 2009) and more
generally in performance monitoring (as reviewed by Ridderinkhof et al.,
2004) and meta-cognitive operations (Reverberi et al., 2009).

4.2. Different mechanisms for evaluating the logical validity and likelihood
of conclusions in children

In Likelihood trials, enhanced activity in children who judged the AC
form as unlikely (compared to those who judged that form as likely) was
observed in several brain regions encompassing the right frontal cortex
and the bilateral parietal cortex. Although the specific role of these re-
gions in our task remains unknown, a similar set of bilateral parietal and
right frontal regions is consistently activated in studies that employ ar-
guments involving relations of linear order (e.g., Bill is taller than Sam,
Sam is taller than Jim, therefore Bill is taller than Jim) (Prado et al., 2011;
Prado et al., 2013; Mathieu et al., 2015). We note that assessing the
likelihood of a conclusion also requires participants to make a judgment
of order, as reasoners must decide on where this likelihood falls on an
internal continuum ordered from highly unlikely to highly likely. Most
importantly, however, we did not find any overlap between the brain
mechanisms that support rejecting the AC form in Validity trials (as
compared to accepting that form) and the brain mechanisms that support
judging the AC form as unlikely in Likelihood trials (as compared to
judging that form as likely). Therefore, our fMRI results are inconsistent
with the idea that deciding whether a conclusion logically follows from
premises involves an assessment of likelihood and a direct or indirect
conversion of such probability judgment onto a binary scale (Liu and
Song, 2003; Oberauer, 2006). More generally, our results are difficult to
reconcile with the claim from one-process theories of reasoning that
deductive and inductive reasoning rely on the same resources (Oaksford
and Chater, 2001; Evans et al., 2015). Rather, in line with two-process
theories, these results suggest that inductive and deductive reasoning rely
on qualitatively different neural mechanisms, at least in children. These
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results are broadly consistent with an increasing number of behavioral
and imaging studies that have also observed dissociations between
deductive and inductive reasoning in adults and children.

First, a growing number of behavioral studies suggest that deductive
and inductive reasoning involve different mechanisms (Verschueren
et al., 2005; Markovits and Handley, 2005; Markovits and Thompson,
2008; Markovits et al., 2013; Markovits et al., 2015; Rips, 2001; Heit and
Rotello, 2010; Rotello and Heit, 2009). For instance, Markovits and
Thompson (2008) presented children from 6 to 9 with a task similar to
the task used here (with MP and AC arguments that children had to
evaluate under either “validity” or “likelihood” instructions). Although
the authors found an increase in the rate of rejection of the AC form with
age, no age-related change in performance was observed under “likeli-
hood” instruction. Thus, there was a developmental dissociation between
the patterns of performance associated with evaluating the logical val-
idity and likelihood of a conclusion. Studies in adults have also pointed to
differences between these types of evaluation. For example, again using a
task similar to that used in the present study, Markovits and Handley
(2005) found different patterns of behavioral performance across
different forms of conditional inferences, a result in line with that of Rips
(2001). Finally, performance in deductive and inductive tasks is affected
by different factors. For instance, whereas deductive judgments are more
influenced by logical validity, inductive judgments are more influenced
by argument length and premise-conclusion similarity (Heit and Rotello,
2010; Rotello and Heit, 2009). Interestingly, the weight of these factors
depends upon task-related parameters. That is, increasing analytic pro-
cessing by reducing fluency (using a font that is difficult to read) makes
induction judgments more sensitive to logical validity, whereas
increasing heuristic processing by speeding up judgments makes
deductive judgments more sensitive to premise-conclusion similarity
(Heit and Rotello, 2010; Rotello and Heit, 2009). This has led Heit and
Rotello (2010) to propose that “induction and deduction judgments both
tap into underlying heuristic and analytic processes but in different
proportions” (p. 806). That is, whereas inductive reasoning might more
heavily rely on heuristic processing, deductive reasoning might more
heavily rely on analytic processing. It is possible that the different brain
systems identified here (for judging the logical validity or the likelihood
of a conclusion) reflect this different mixture of heuristic and analytic
processing. Future studies in which analytic and heuristic processing are
manipulated during the task (e.g., by reducing fluency or speeding up the
task) are needed to shed light on this issue.

Second, although the few neuroimaging studies that have investi-
gated the neural substrates of deductive and inductive reasoning have all
been performed on adult participants and have generated inconsistent
results, we note that they all point to some neural differences between
both forms of reasoning (Goel et al., 1997; Osherson et al., 1998; Parsons
and Osherson, 2001; Goel and Dolan, 2004). For example, Parsons and
Osherson (2001) found little overlap between deductive and inductive
reasoning, the two forms of reasoning mostly activating different hemi-
spheres. In another study, Goel and Dolan (2004) found a neural disso-
ciation between deductive and inductive reasoning in the prefrontal
cortex. It is difficult to compare these results to ours because (1) the
materials differed from those used in the present study (and this has been
found to significantly affect the location of neural activity associated with
deductive reasoning; Prado et al., 2011); (2) previous studies have not
compared brain activity between participants who exhibit deductive
behavior versus those who do not; and (3) only adults were investigated
in those studies. However, the conclusions of these studies converge with
ours in showing that there is some form of neural dissociation between
deductive and inductive reasoning.

4.3. Limitations
It is important to acknowledge here several potential limitations of

the present study. First, as we have shown in a previous meta-analysis
(Prado et al.,, 2011), the brain mechanisms involved in deductive
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reasoning depend upon the type of argument involved. It is also impor-
tant to point out that, given the focus of the present study on the emer-
gence of deductive reasoning, the dissociation between validity and
likelihood trials is observed with children participants. Therefore, future
studies need to determine whether the results obtained here with con-
ditional arguments may apply to (1) other types of arguments (e.g.,
categorical syllogisms) and (2) adult participants.

Second, our task (adapted from Markovits and Handley, 2005; Mar-
kovits and Thompson, 2008), involves a binary choice in Validity trials
and a choice between 5 response options on a scale in Likelihood trial.
Therefore, it might be argued that the neural differences observed be-
tween Validity and Likelihood trials may be due to differences in the
procedures used for collecting a response rather than to differences in
underlying computational processes. We think that this is unlikely
because our baseline consisted in problems of the MP form that were
presented with the exact same procedure as that employed for the AC
form (notably in terms of number of response options). In other words,
subtracting activity associated with the MP form from activity associated
with the AC form in both Validity and Likelihood trials should isolate
reasoning-related activity from activity associated with response selec-
tion. This notably makes it possible to compare activity related to the AC
form (compared to the MP form) in Validity trials to activity related to the
AC form (compared to the MP form) in Likelihood trials without that
comparison being confounded by a difference in number of response
options. Nonetheless, we acknowledge that this cognitive subtraction
logic has its limitations (Friston et al., 1996) and future studies may
investigate differences in the neural bases of deductive and inductive
reasoning while equating the number of response options between
conditions.

Third, an unexpected result is that we failed to detect any activity
differences between participants who rejected the AC form and those
who accepted that form when rules had a weak association between
cause and consequence in Validity trials. That is, most of the results
described above are limited to rules with a strong association between
cause and consequence. It is always difficult to discuss a null result. One
potential explanation is that counterexamples come to mind more easily
in weakly than strongly associated rules (Quinn and Markovits, 1998;
Grosset et al., 2005). For instance, consider how the counterexample “a
baby who cries might also be hungry” may be relatively easily retrieved
when faced with the argument “If a baby is too cold then he will start
crying; The baby starts crying; Is the baby too cold?”. Rejecting AC forms
with weakly associated rules might thus require less working-memory
capacity than rejecting the AC forms with strongly associated rules. It
is possible that our experiment might have lacked power to detect the
more subtle inter-individual differences in working-memory processing
that may underlie weakly associated rules. Future studies might also
explore this possibility.

Fourth, although our results clearly point to dissociated neural
mechanisms for likelihood and validity judgments, we did find that
accepting the AC form in Validity trials was correlated with evaluating
that form as likely in Likelihood trials. How can one reconcile these two
findings? It is important to note that behavior often reflects the combined
effects of multiple processing stages (Sternberg, 2001). As such, this
behavioral correlation may not necessarily indicate that validity and
likelihood judgments share the same core mechanisms. For instance, the
correlation might be driven by inter-individual differences in the ability
to inhibit an overall tendency to accept conclusions (and rate them as
likely) in children. In fact, we also found that accepting the MP form in
Validity trials was correlated with evaluating that form as likely in

1 However, note that, even in rules with a weak association, we identified a region of
the left Precuneus in which activity increased as likelihood ratings decreased in Likelihood
trials, whereas no variation of activity was observed with acceptance rates in Validity
trials. Thus, in weakly as in strongly associated rules, the brain mechanisms that are
involved in evaluating the likelihood of a conclusion might not necessarily contribute to
validity judgments.
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Likelihood trials. Therefore, this correlation is not specific to the AC form
and might be mediated by domain-general factors (e.g., differences in
executive functioning or response bias) rather than by inter-individual
differences in core reasoning mechanisms.

4.4. Conclusion

In sum, we investigated here the brain regions underlying the emer-
gence of deductive reasoning with conditional rules in children and
tested whether these brain mechanisms overlap with those involved in
evaluating the likelihood of a conclusion. We found that children who
made accurate judgments of logical validity (as compared to those who
did not) exhibited enhanced activity in left and medial frontal regions. In
contrast, differences in likelihood ratings between children were related
to differences of activity in right frontal and bilateral parietal regions.
Thus, there was a neural dissociation between the brain regions involved
in judgments of likelihood and logical validity. These results appear in
line with two-process theories of reasoning, which assume that deductive
and inductive reasoning rely on distinct cognitive resources (Markovits
and Barrouillet, 2001; Verschueren et al., 2005; Heit and Rotello, 2010;
Rotello and Heit, 2009).
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