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Abstract

■ Over the course of the past decade, contradictory claims have
beenmade regarding the neural bases of deductive reasoning. Re-
searchers have been puzzled by apparent inconsistencies in the
literature. Some have even questioned the effectiveness of the
methodology used to study the neural bases of deductive reason-
ing. However, the idea that neuroimaging findings are inconsis-
tent is not based on any quantitative evidence. Here, we report
the results of a quantitative meta-analysis of 28 neuroimaging
studies of deductive reasoning published between 1997 and
2010, combining 382 participants. Consistent areas of activations
across studies were identified using the multilevel kernel density
analysis method. We found that results from neuroimaging stud-

ies are more consistent than what has been previously assumed.
Overall, studies consistently report activations in specific regions
of a left fronto-parietal system, as well as in the left BG. This
brain system can be decomposed into three subsystems that are
specific to particular types of deductive arguments: relational,
categorical, and propositional. These dissociations explain incon-
stancies in the literature. However, they are incompatible with
the notion that deductive reasoning is supported by a single cog-
nitive system relying either on visuospatial or rule-based mech-
anisms. Our findings provide critical insight into the cognitive
organization of deductive reasoning and need to be accounted
for by cognitive theories. ■

INTRODUCTION

Deductive reasoning is the process of drawing conclusions
that are guaranteed to follow from given premises. Perhaps
because deductions are an essential element of cognitive
development (Nunes et al., 2007; Halberda, 2003, 2006;
Markovits, Schleifer, & Fortier, 1989) and human thinking
(Stanovich &West, 2000), the study of deductive reasoning
has been central to the reasoning literature for over 50 years
(Evans, 2005). In particular, much emphasis has been
placed on identifying themental representations that under-
lie standard deductive tasks, such as relational arguments
in (1), categorical arguments in (2), and propositional
arguments in (3).

(1) A is to the left of B.
B is to the left of C.
Therefore, A is to the left of C.

(2) All As are Bs.
All Bs are Cs.
Therefore, all As are Cs.

(3) If there is an A, then there is a B.
There is an A.
Therefore, there is a B.

Psychological theories have often been interpreted as
providing mutually exclusive hypotheses regarding the na-
ture of the mental representations that support deductive

reasoning ( Johnson-Laird, 1999). For example, researchers
have been divided on whether deductive arguments such
as those above rely on visuospatial or rule-based mecha-
nisms. On the one hand, proponents of the Mental Model
Theory (MMT) have argued that deductive reasoning is a
nonverbal process that involves the construction and ma-
nipulation of a spatial representation of the problem pre-
mises (Johnson-Laird, 1983, 2001). On the other hand,
advocates of the formal rule approach (FRA) assume that
deductions call upon the retrieval and application of rules
to a propositional representation of the problem premises
(Braine & OʼBrien, 1998; Rips, 1994). Overall, testing be-
tween these two kinds of models has allowed significant
progress to be made in the field. However, evidence for the
involvement of both visuospatial and rule-based mecha-
nisms can be found in the cognitive literature ( Johnson-
Laird, 2001; Braine & OʼBrien, 1998), and the exact nature
of the mental representations underlying deductive rea-
soning remains debated.

Just as for other cognitive domains in which competing
theories make divergent predictions about underlying
mental representations (Henson, 2005), the emergence
of neuroimaging techniques two decades ago held the
promise of using information about the neural correlates
of deductive reasoning to inform the debate between the
MMT and the FRA. For example, in the first series of ex-
periments that investigated the neural bases of deductive
reasoning (Goel & Dolan, 2001; Goel, Buchel, Frith, &
Dolan, 2000; Goel, Gold, Kapur, & Houle, 1997, 1998),Northwestern University, Evanston, IL
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Goel and colleagues made a neurological hypothesis that
still serves as framework for neuroimaging studies of rea-
soning (Prado, Van Der Henst, & Noveck, 2010; Reverberi
et al., 2007; Knauff, Mulack, Kassubek, Salih, & Greenlee,
2002). They posited that if deductive reasoning relies on
visuospatial mechanisms (as claimed by the MMT), then
the brain regions involved in visuospatial processing
should be activated during deductive tasks. In other
words, one should observe reasoning-related activations
in parietal and/or occipital regions of the brain that are
known to be engaged in tasks with a visuospatial compo-
nent (Sack, 2009; Kosslyn & Thompson, 2003). However, if
deductive reasoning is a rule-based process (as claimed by
the FRA), then the brain regions that are involved in rule-
based syntax processing should be preferentially engaged
during deductive tasks. In this case, one might expect to
measure enhanced activity in the left inferior frontal gyrus
(IFG), a brain region that has been claimed to be critical for
rule-governed grammar processing in natural language
(Grodzinsky & Santi, 2008; Ullman, 2006; Friederici & Kotz,
2003). Suchpredictions are basedon the idea that enhanced
activity in the same brain region under two different con-
ditions (e.g., deductive reasoning tasks and visuospatial
tasks) implies a common cognitive function (e.g., visuo-
spatial processing), a frequent assumption in neuroimaging
studies (but see Poldrack, 2006, for a critique of this logic).

Since the seminal studies by Goel et al. (1997, 1998), a
growing body of data has been collected on the neural
bases of deductive reasoning. To date, however, there is
no consensus on whether these data support the MMT or
the FRA (Goel, 2007). Indeed, there seems to be enough
variability in the location, extent, and strength of brain
activations across studies that deductive reasoning has
been alternatively associated with activations in visuo-
spatial regions (Knauff et al., 2002; Goel & Dolan, 2001),
linguistic/syntactic regions (Reverberi et al., 2007, 2010), or
neither of those (Monti, Parsons, &Osherson, 2009; Kroger,
Nystrom, Cohen, & Johnson-Laird, 2008; Monti, Osherson,
Martinez, & Parsons, 2007). Two explanations have been
advanced to explain this apparent lack of consistency. On
the one hand, some have suggested that studies vary sub-
stantially in the efficiency of their experimental designs,
materials, and statistical analyses. For example, some stud-
ies might have missed or incorrectly identified the critical
processes involved in deduction because they used non-
adequate baseline conditions, relied on overly simple argu-
ments, exposed the subjects to too much training, or did
not appropriately model brain activity (Reverberi et al.,
2007, 2010; Monti et al., 2007, 2009). This line of argumen-
tation does not consider that inconsistencies in deductive
reasoning studies are meaningful per se but rather that
they reflect flaws in the experimental design or analysis
method. On the other hand, it has also been proposed that
differences in the patterns of brain activity across studies
may indicate meaningful differences that are not neces-
sarily accounted for by the main psychological theories
of reasoning (Prado, Noveck, & Van Der Henst, 2010;

Reverberi et al., 2010; Goel, 2007). For example, studies
diverge in the type of deductive argument (i.e., relational,
categorical, propositional) that reasoners have to evalu-
ate. Both the MMT and the FRA have often been inter-
preted as universal theories because they can account
for virtually all types of reasoning ( Johnson-Laird, 1999;
Rips, 1994; Hagert, 1984). However, reasoners may be
able to use a broad range of strategies to solve reasoning
problems (Roberts & Newton, 2005), and some propo-
nents of the FRA have acknowledged that certain types
of arguments might preferentially trigger certain strate-
gies (Braine & OʼBrien, 1998, p.194). This is consistent
with two recent neuroimaging studies that showed differ-
ences in the neural correlates of (1) relational and propo-
sitional arguments (Prado, Van Der Henst et al., 2010) and
(2) categorical and propositional arguments (Reverberi
et al., 2010). However, the extent to which this hypothesis
can account for variability in the location of brain activa-
tions across studies remains to be tested.
The present study constitutes the first quantitative,

coordinate-based meta-analysis of neuroimaging studies
of deductive reasoning. It makes use of the multilevel ker-
nel density analysis (MKDA) method (Wager, Lindquist,
Nichols, Kober, & Van Snellenberg, 2009) to analyze data
from 28 studies conducted between 1997 and 2010, thus
combining 382 participants. This study has two empirical
objectives. The first one is to quantify the extent to which
the patterns of brain activity associated with deductive
reasoning are consistent across studies and tasks.
Although some have argued that such patterns are largely
inconsistent (Monti et al., 2007), this claim is not based on
any quantitative evidence and this variability may be more
apparent than real. Specifically, the present meta-analysis
statistically evaluates the consistency of the patterns of
brain activity associated with deductive reasoning over
and above variations in experimental factors such as dif-
ferences in baseline condition, materials, practice, analy-
sis method, and argument type. The second aim is to test
whether some of the variability in neural activations can
be accounted for by a fundamental difference between
studies, that is, the type of deductive argument that partic-
ipants are asked to evaluate. In other words, the present
meta-analysis tests the specificity of certain brain regions
for certain types of argument over and above differences
in other experimental factors. Our study affords a unique
glimpse into more than 10 years of neuroimaging research
on deductive reasoning and the implications of our find-
ings for cognitive theories of reasoning are discussed.

METHODS

Study Selection

A recent qualitative review of the neuroimaging literature
conducted by Goel (2007) served as the starting point for
our meta-analysis. All of the studies included in this re-
view were considered in the present meta-analysis as
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long as they reported the Montreal Neurological Institute
(MNI) or Talairach coordinates of the activation peaks in
a contrast of a reasoning condition versus a baseline con-
dition (e.g., Goel & Dolan, 2003, was not included be-
cause the authors do not report the results of such a
contrast). However, because Goelʼs review only included
studies published up to April 2007, we searched for addi-
tional neuroimaging studies of deductive reasoning pub-
lished from May 2007 to September 2010. This search was
conducted in the PubMed and ScienceDirect databases.
Overall, 28 published, peer-reviewed fMRI and PET stud-

ies on the neural substrates of deductive reasoning were
included in the present meta-analysis. Much like Goelʼs re-
view article, studies were dissociated by type of argument
(relational, categorical, and propositional). However,
whereas the aforementioned review was qualitative, the
present meta-analysis used a quantitative approach. It is
important to note that the studies included differ in aspects
other than the type of deductive argument employed. For
example, some categorical reasoning studies make use of
arguments with an abstract content (e.g., All As are Bs, All
Bs are Cs, therefore All As are Cs), whereas others employ
arguments with a concrete semantic content (e.g., All
poodles are pets, All pets have names, therefore All poodles
have names). Similarly, relational reasoning studies have
used both linguistic (e.g., Tom is taller than Bill, Bill is
taller than John, therefore Tom is taller than John) and
nonlinguistic (e.g.,A>B,B>C, thereforeA>C)materials.
Finally, propositional reasoning studies report activations
associatedwith different kinds of inferences, such asmodus
ponens (i.e., If P thenQ;P; thereforeQ),modus tollens (i.e.,
If P then Q; not Q; therefore not P), and disjunction elimi-
nation (i.e., P orQ; not P; thereforeQ). Studies also differ in
factors such as imaging technique (e.g., PET vs. fMRI), ex-
perimental design (e.g., block vs. event-related), input
modality (e.g., visual vs. auditory), period analyzed (e.g.,
second premise vs. conclusion), and amount of practice
given. Although we acknowledge that these factors might
lead to differences in the neural bases of deductive reason-
ing across studies, there were insufficient studies to ex-
amine each separately. Moreover, one of the main goals
of the presentmeta-analysis was to examine the consistency
of the patterns of brain activity associated with deduc-
tive reasoning over and above variations in the afore-
mentioned factors.
Studies were included in the present meta-analysis

based on three main requirements: (1) the studiesʼ partici-
pants were healthy adults, (2) the studies reported MNI or
Talairach coordinates for a contrast of a deductive reason-
ing condition versus a baseline condition, and (3) the stud-
ies reported activation coordinates for the whole brain.
Many studies reported activation coordinates for a contrast
of reasoning versus baseline where the baseline was an un-
related task (e.g., sentence comprehension task, matching
task; Goel et al., 1997), a reasoning argument in which the
premises could not be integrated (e.g., If P then Q; R;
therefore R; Reverberi et al., 2007), or a lower-level baseline

(e.g., fixation cross; Knauff, Fangmeier, Ruff, & Johnson-
Laird, 2003). Other studies designated a simple reasoning
condition as their baseline condition, thus reporting a con-
trast of complex argument versus simple argument (Monti
et al., 2007; Prado & Noveck, 2007). Both of these types of
studies were included. From each study, contrasts corre-
sponding most closely to a comparison between a reason-
ing condition and a baseline condition were selected. The
studies included in the meta-analysis, together with their
respective contrasts, are listed in Table 1.

MKDA

To uncover the brain regions that are consistently acti-
vated across reasoning studies, we employed the MKDA
method (Wager et al., 2009). This density analysis method
has been successfully used in other meta-analyses of brain
imaging studies (Wang, Conder, Blitzer, & Shinkareva,
2010; Kober et al., 2008). Its statistical indicator is the
probability of activation of a given voxel in the brain with
the null hypothesis being that all of the reported activa-
tion coordinates are randomly distributed through the
gray matter of the brain. Therefore, a significant result in-
dicates that more reported activation coordinates lie near
the specified voxel than would be expected by chance.
The MKDA technique also allows for nested analysis of
data: Multiple activation coordinates are nested within a
contrast, and multiple contrasts are nested within a study.
This method precludes the results being driven by studies
that report a large number of activation peaks or have a
large number of contrasts. Additionally, MKDA allows
for weighting of studies with respect to their sample size
and effect (fixed vs. random). Specifically, studies with a
large number of participants and random effects designs
are given more weight than studies with fewer partici-
pants or fixed effects designs.

The analyses were performed in Matlab 2009 with the
MKDA tool package developed by Wager et al. (2009;
psych.colorado.edu/∼tor/). Peaks from each study were
convolved with a spherical smoothing kernel with a radius
of 10 mm. The MKDA statistic at each voxel, P, represents
the proportion of contrasts that contained activated voxels
within 10 mm of the specified voxel:

P ¼
X

c

Ic
δc

ffiffiffiffiffiffi
Nc

p
P

c δc
ffiffiffiffiffiffi
Nc

p

Each study was weighted by the number of participants
(N) and the type of analysis (δ). c is the index factor, ranging
from 1 to the number of comparison maps I. A δ value
(weight) of 1.00 is assigned to studies that use random ef-
fect analysis, whereas studies that use fixed effects anal-
ysis are assigned a δ value of 0.75 (Kober et al., 2008). A
Monte Carlo simulation with 5000 iterations was used to
determine the threshold for statistical significance, that is,
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Table 1. Studies and Contrasts Included in the Meta-analysis

Study Type of Argument
Scanning
Method Stimuli Modality n

No. of
Coord. Contrasts Included

Goel et al., 1997 Categorical PET Visual, linguistic 10 3 1. Deduction versus baseline

Goel et al., 1998 Categorical PET Visual, linguistic 12 4 1. Syllogism versus baseline

Goel et al., 1998 Relational PET Visual, linguistic 12 8 1. Spatial relational versus
baseline

2. Nonspatial relational versus
baseline

Osherson et al., 1998 Categorical PET Visual, linguistic 10 8 1. Logic versus meaning

Goel et al., 2000 Categorical fMRI Visual, linguistic 11 31 1. Main effect of reasoning

2. Content versus preparation

3. No-content versus
preparation

Houdé et al., 2000 Propositional PET Visual, nonlinguistic 8 19 1. Posttest versus pretest

Parsons & Osherson,
2001

Propositional PET Visual, linguistic 10 24 1. Deduction versus
probabilistic reasoning

Goel & Dolan, 2001 Relational fMRI Visual, linguistic 14 36 1. Main effect of reasoning

2. Concrete reasoning versus
concrete baseline

3. Abstract reasoning versus
abstract baseline

Acuna et al., 2002 Relational fMRI Visual, nonlinguistic 15 30 1. Transitive inference task
versus height comparison

2. Transitive inference task
versus passive visual task

Knauff et al., 2002a Propositional and
relational

fMRI Auditory, linguistic 12 18 1. Relational versus baseline or
conditional reasoning versus
baseline

Knauff et al., 2003 Relational fMRI Auditory, linguistic 12 26 1. Visuospatial versus rest
interval

2. Visual versus rest interval

3. Spatial versus rest interval

4. Control versus rest interval

5. All inferences versus rest
interval

Goel & Dolan, 2004 Categorical fMRI Visual, linguistic 16 25 1. Main effect of reasoning

2. Deductive reasoning versus
baseline

Goel, Makale, &
Grafman, 2004

Relational fMRI Visual linguistic 14 19 1. Familiar environment
reasoning versus familiar
environment baseline

2. Unfamiliar environment
reasoning versus unfamiliar
environment baseline
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Table 1. (continued )

Study Type of Argument
Scanning
Method Stimuli Modality n

No. of
Coord. Contrasts Included

Heckers, Zalesak,
Weiss, Ditman,
& Titone, 2004

Relational fMRI Visual, nonlinguistic 16 17 1. Inference-by-sequence
interaction

2. Simple effects of transitive
inference

3. Transitive inference network

Noveck et al., 2004 Propositional fMRI Visual, linguistic 16 10 1. Modus Ponens versus baseline

2. Modus tollens versus baseline

Canessa et al., 2005 Propositional fMRI Visual, linguistic 12 41 1. Descriptive reasoning versus
baseline

2. Social exchange reasoning
versus baseline

Fangmeier et al., 2006 Relational fMRI Visual, nonlinguistic 12 24 Reasoning problems:

1. Premise processing phase

2. Premise integration phase

3. Reasoning validation phase

Monti et al., 2007
Experiment 1

Propositional fMRI Visual, linguistic 10 42 1. Complex versus
simple deductions
(block and pseudoword trials)

2. Complex versus simple
deductions (block trials)

3. Complex versus simple
deductions (pseudoword
trials)

Monti et al., 2007
Experiment 2

Propositional fMRI Visual, linguistic 12 35 1. Complex versus simple
deductions (house and face
trials)

2. Complex versus simple
deductions (house trials)

3. Complex versus simple
deductions (face trials)

Reverberi et al., 2007 Propositional fMRI Visual, linguistic 14 8 1. (Integrable versus
nonintegrable)conditional and
(Integrable versus
nonintegrable)disjunctive and
[(Integrable versus
nonintegrable)disjunctive versus
(Integrable versus
nonintegrable)conditional

Prado & Noveck, 2007 Propositional fMRI Visual, linguistic 20 16 1. Verification task
(2-mismatch versus
1-mismatch versus
0-mismatch)

2. Falsification task
(2-mismatch versus
1-mismatch versus
0-mismatch)
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the proportion that exceeds the whole-brain maximum in
95% of the Monte Carlo maps. Correction for multiple
comparisons was performed using the family-wise error
rate at p < .05.

RESULTS

In what follows, we first present the results of the overall
density analysis identifying the regions that are the most
consistently reported in neuroimaging studies of deduc-
tive reasoning across all types of deductive arguments.

We then report the results of density analyses performed
separately for each type of deductive arguments, together
with direct contrasts comparing each argument with one
another. All analyses are conducted at a voxelwise signifi-
cance threshold of p < .05, FWE corrected across the
whole brain.

All Deductive Arguments

Despite the apparent variability in the location of activated
peaks across studies (Figure 1A), the density analysis

Table 1. (continued )

Study Type of Argument
Scanning
Method Stimuli Modality n

No. of
Coord. Contrasts Included

Kroger et al., 2008 Categorical fMRI Visual, linguistic 16 24 Logic problems versus math
problems:

1. Type of problem

2. Level of difficulty

3. Type × Difficulty interaction

Rodriguez-Moreno
& Hirsch, 2009

Categorical fMRI Visual and auditory,
linguistic

11 14 1. Premise 2: Reasoning
versus control

2. Conclusion: Reasoning
versus control

Fangmeier
& Knauff, 2009

Relational fMRI Auditory, nonlinguistic 12 18 Reasoning problems:

1. Premise processing phase

2. Premise integration phase

3. Reasoning validation phase

Goel, Stollstorff,
Nakic, Knutson,
& Grafman, 2009

Relational fMRI Visual linguistic 17 10 1. Main effect of reasoning
(reasoning versus baseline)

Monti et al., 2009 Propositional fMRI Visual, linguistic 15 26 1. Inference versus grammar
for logic arguments

Reverberi et al., 2010 Categorical fMRI Visual, linguistic 26 9 1. Integration effect for
syllogistic problems

Reverberi et al., 2010 Propositional fMRI Visual, linguistic 26 4 1. Integration effect for
conditional problems

Prado, Van Der Henst,
et al., 2010

Relational fMRI Visual, linguistic 13 12 1. Relational syllogism
(integration effect)

Prado, Van Der Henst,
et al., 2010

Propositional fMRI Visual, linguistic 13 12 1. Modus tollens
(integration effect)

Wendelken & Bunge,
2010

Relational fMRI Visual, nonlinguistic 16 11 1. Transitive inference
(inference versus direct)

2. Relational encoding
(specific relations versus
general relations)

n = number of subjects; No. of Coord. = number of coordinates.
aThis article did not make it possible to report coordinates separately for propositional and relational reasoning. Coordinates from this article were,
thus, only included in the overall density analysis.
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performed on the entire corpus of neuroimaging studies
revealed that several brain regions were consistently acti-
vated across studies (see Figure 1B and Table 2). Significant
clusters of activation were located in the left IFG, left me-
dial frontal gyrus (MeFG), bilateral middle frontal gyrus
(MFG), bilateral precentral gyrus (PG), bilateral posterior
parietal cortex (PPC), and left BG.

Relational Arguments

We found that studies employing relational arguments
display consistent activation in three brain regions: the
right MFG, left MeFG, and bilateral PPC (see Figure 2A
and Table 3). Direct contrasts between studies revealed
that only the bilateral PPC and right MFG are both (1)
more consistently associated with relational arguments
than categorical arguments (Figure 3A) and (2) more
consistently associated with relational arguments than
propositional arguments (Figure 3B). Indeed, a contrast
of relational arguments versus categorical arguments
showed activation in bilateral PPC (BA 39; left: x =
−33, y = −61, z = 36; right: x = 22, y = −62, z =
40) and right MFG (BA 6; x = 22, y = −5, z = 60). A
contrast of relational arguments versus propositional argu-
ments also showed activation in bilateral PPC (BA 7; x =
−24, y=−69, z= 41; x= 20, y=−69, z= 41) and right
MFG (BA 6; x= 22, y=−7, z= 56). It is important to note
that, of the 11 studies included in the meta-analysis, 5 used
nonlinguistic materials as stimuli (see Table 1). To ensure

that the activation of the PPC observed in our meta-analysis
was not driven by these five studies, we conducted the
same density analyses without those studies. The bilateral
PPC was still significantly activated even when these studies
were eliminated.

Categorical Arguments

When only studies employing categorical arguments are
included in the density analysis, three brain regions are

Figure 1. Overall density analysis. (A) Location of the activation peaks
from the 28 studies included in the meta-analysis. (B) MKDA map
representing the regions most consistently activated in neuroimaging
studies of deductive reasoning (irrespective of the type of deductive
argument). Peaks and activations are overlaid on 3-D renderings
and slices of the MNI-normalized anatomical brain.

Table 2. Regions Consistently Activated across All
Neuroimaging Studies of Deductive Reasoning

Anatomical Location ∼BA

Talairach
Coordinates

Volume
(mm3)X Y Z

Main Effect of Reasoning

L. IFG 46 −45 35 10 24

L. putamen −16 1 11 120

L. IFG 46 −44 26 13 8

L. IFG 45 −49 22 16 16

L. IFG 9 −48 10 24 344

L. IFG 9 −46 15 23 16

L. IFG 9 −44 5 33 96

L. angular gyrus 39 −37 −59 38 3904

L. angular gyrus 39 −39 −57 36 3240

L. precuneus 7 −24 −71 40 664

L. middle frontal gyrus 9 −44 12 35 8

L. middle frontal gyrus 8 −42 10 42 408

R. middle frontal gyrus 9 39 10 40 72

L. precentral gyrus 6 −42 −3 39 8

R. precuneus 7 21 −69 38 32

L. precentral gyrus 6 −39 −6 50 1136

L. precentral gyrus 6 −40 −6 48 776

L. precentral gyrus 6 −33 −8 53 280

L. middle frontal gyrus 6 −35 −5 55 80

L. MeFG 6 −5 3 51 1904

L. middle frontal gyrus 6 −44 4 45 8

R. precuneus 7 20 −69 41 8

R. superior parietal lobule 7 24 −64 42 56

L. precentral gyrus 4 −33 −14 49 8

L. precentral gyrus 4 −33 −14 53 8

R. middle frontal gyrus 6 24 −9 58 456

L. = left; R. = right; ∼BA = approximate Brodmannʼs area.
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found to be consistently activated in the literature: left
IFG, left PG, and bilateral BG (see Figure 2B and Table 3).
However, direct contrasts between studies revealed that
only the left IFG and bilateral BG are both (1) more con-
sistently associated with categorical arguments than rela-
tional arguments (Figure 4A) and (2) more consistently
associated with categorical arguments than propositional
arguments (Figure 4B). Indeed, the contrast of categori-
cal arguments versus relational arguments revealed acti-
vation of the left IFG (BA 9/44; x = −48, y = 10, z =
24), bilateral BG (left: x = −16, y = 7, z = 7; right: x =
8, y = 10, z = 2), and left PG (BA 4; x = −41, y = −15,
z = 47). The contrast of categorical arguments versus
propositional arguments revealed activation of the left
IFG (BA 9/44; x = −46, y = 10, z = 22) and bilateral BG
(left: x = 12, y = 6, z = 1; right: x = −21, y = 11, z = 7).

Propositional Arguments

A density analysis conducted on studies employing pro-
positional arguments revealed activation of the left PPC,
left PG, and MeFG (see Figure 2C and Table 3). Direct
contrasts between studies revealed that only the left PG
is both (1) more consistently associated with proposi-
tional arguments than categorical arguments (Figure 5A)
and (2) more consistently associated with propositional
arguments than relational arguments (Figure 5B). A con-
trast between studies employing propositional arguments
versus studies employing categorical arguments revealed
activations in the left PPC (BA 39; x = −39, y = −59, z =
32) and left PG (BA 6; x = −46, y = −4, z = 45). A con-
trast between studies employing propositional arguments
versus studies employing relational arguments only re-
vealed activation in the left PG (BA 6; x = −44, y = −4,
z = 46).

Figure 2. Density analyses performed separately for studies
employing relational, categorical, and propositional arguments.
(A) MKDA map representing the regions most consistently
activated in neuroimaging studies employing relational arguments.
(B) MKDA map representing the regions most consistently activated
in neuroimaging studies employing categorical arguments.
(C) MKDA map representing the regions most consistently activated
in neuroimaging studies employing propositional arguments.
Activations are overlaid on 3-D renderings and slices of the
MNI-normalized anatomical brain.

Table 3. Regions Consistently Activated in Studies Employing
Relational Arguments, Categorical Arguments, and
Propositional Arguments

Anatomical Location ∼BA

Talairach
Coordinates

Volume
(mm3)X Y Z

Relational Arguments

R. middle frontal gyrus 6 22 −7 56 1184

L. MeFG 6 −2 −1 53 144

L. intraparietal sulcus 40 −37 −56 38 304

L. angular gyrus 39 −33 −61 38 152

R. superior parietal lobule 7 24 −62 40 120

L. precuneus 7 −24 −69 41 360

R. precuneus 7 20 −69 41 8

L. precuneus 7 −9 −67 41 8

Categorical Arguments

L. IFG 9/44 −47 12 23 936

L. precentral gyrus 4 −39 −15 47 88

R. caudate head 8 6 3 1296

L. putamen −16 7 7 40

L. putamen −12 0 9 104

Propositional Arguments

L. angular gyrus 39 −37 −57 34 992

L. precentral gyrus 6 −42 −6 46 904

L. MeFG 6 −2 1 53 8

L. = left; R. = right; ∼BA = approximate Brodmannʼs area.
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DISCUSSION

Using the MKDA method (Wager et al., 2009), the present
meta-analysis combines data from28 functional neuroimaging
studies to uncover the brain regions that are consistently
activated during deductive reasoning. It has been argued that
neuroimaging studies of deductive reasoning have generated
mostly inconsistent results that are somewhat difficult to inter-
pret (Monti et al., 2007). Although this has led some to ques-
tion the methodology used to investigate the neural bases of
deduction (Monti et al., 2007; Reverberi et al., 2007), this claim
is only based on a qualitative survey of the literature. The pre-
sent quantitative meta-analysis demonstrates that the results
gathered from the neuroimaging literature are far more con-
sistent than what has been assumed. Over and above differ-
ences in type of deductive argument and methodology
used, deductive reasoning studies consistently report activa-
tion in a mostly left-lateralized brain system, which includes
the left lateral (IFG, MFG, PG) andmedial (MeFG) frontal cor-
tices, the left parietal cortex (PPC), and the left BG.We further
show that this left hemisphere brain system can be broken
down into several subsystems that are specific to particular
types of deductive arguments, for example, PPC for relational
arguments, IFG for categorical arguments, and PG for pro-
positional arguments. Finally, we demonstrate that two other

cortical regions located in the right hemisphere (i.e., PPC and
MFG) are also engaged in deductive reasoning, but only con-
sistently in studies employing relational arguments as mate-
rials. Overall, our results provide evidence that the brain
system that underlies deductive reasoning is dependent
upon the type of deductive argument. We argue that these
findings provide critical insight into the cognitive organiza-
tion of deductive reasoning and need to be accounted for
by cognitive theories.

Deductive Reasoning Mainly Engages a
Left-lateralized Fronto-parieto BG Brain System

Across all types of deductive arguments, the meta-analysis
reveals that five left-lateralized (IFG, MFG, PG, PPC, and
BG) and one medial (MeFG) brain regions are consistently
activated in deductive reasoning studies. Patient studies
have long supported a left hemisphere dominance for
reasoning, whether the brain lesions are in the pFC (Goel
et al., 2007), temporal cortex (Langdon & Warrington,
2000; Read, 1981), or widespread throughout the entire
hemisphere (Golding, 1981). For example, Goel et al.
showed that patients with damage to the left pFC are less
accurate in evaluating the validity of determinate argu-
ments than normal controls and patients with damage to

Figure 3. Density analyses for the contrasts of relational arguments
versus categorical arguments and relational arguments versus
propositional arguments. (A) MKDA map representing the regions
more consistently activated in studies that employ relational arguments
than in studies that employ categorical arguments. (B) MKDA map
representing the regions more consistently activated in studies that
employ relational arguments than in studies that employ propositional
arguments. Activations are overlaid on 3-D renderings and slices of the
MNI-normalized anatomical brain.

Figure 4. Density analyses for the contrasts of categorical arguments
versus relational arguments and categorical arguments versus
propositional arguments. (A) MKDA map representing the regions
more consistently activated in studies that employ categorical
arguments than in studies that employ relational arguments. (B) MKDA
map representing the regions more consistently activated in studies
that employ categorical arguments than in studies that employ
propositional arguments. Activations are overlaid on 3-D renderings
and slices of the MNI-normalized anatomical brain.
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the right pFC. The present meta-analysis indicates that
the neuroimaging literature is in keeping with this long-
standing neuropsychological literature. As noted elsewhere
(Goel, 2007), the involvement of the left hemisphere in
reasoning is broadly consistent with Gazzanigaʼs “left brain
interpreter” hypothesis (Roser & Gazzaniga, 2006). Accord-
ing to this hypothesis, the general role of the left hemi-
sphere is to construct a coherent representation of reality
by generating hypotheses about missing information in the
environment (Roser & Gazzaniga, 2006). For example,
when confronted with the premises of a deductive argu-
ment, the left hemisphere might recognize its logical struc-
ture and generate a hypothesis regarding its conclusion
(Goel, 2007). Although this provides a relatively parsimo-
nious explanation of the involvement of left brain regions
in deductive reasoning, there are undoubtedly intrahemi-
spheric differences in the functions supported by these re-
gions. In fact, our meta-analysis revealed that this left
hemisphere brain system could be broken down into dif-
ferent subsystems that are specific to different types of de-
ductive arguments. Below, we describe these subsystems
(and additional systems in the right hemisphere), discuss
the potential role of each region in deductive reasoning,
and interpret the relevance of these findings for cognitive
theories of reasoning.

Relational Arguments Are Associated with
Activations in Bilateral PPC and Right MFG

We found that studies that use relational arguments con-
sistently show activations in the bilateral PPC and right
MFG. Furthermore, relational arguments are more con-
sistently associated with activations in these regions than
propositional or categorical arguments (although the
right MFG cluster was only reliable in the contrast of
relational vs. propositional arguments). The parietal cor-
tex is a functionally heterogeneous structure (Culham &
Kanwisher, 2001), but there is a consensus that the PPC is
predominantly involved in spatial cognition (Marshall &
Fink, 2001; Colby & Goldberg, 1999). Specifically, although
bilateral activations of the PPC are often observed in
neuroimaging studies of visuospatial tasks, there is right
hemisphere dominance for visuospatial processing. In-
deed, TMS studies show that disruptions of the right
PPC, but not the left, are associated with deficits in visuo-
spatial cognition (Muri et al., 2002; Sack, Hubl, et al., 2002)
and visuospatial imagery (Sack, Camprodon, Pascual-
Leone, & Goebel, 2005; Sack, Sperling, et al., 2002). The
lack of left IFG activation and the consistent involvement
of the right PPC in tasks utilizing relational arguments are
not easily accounted for by the FRA. Rather, this finding
seems to lend support for the MMT, which posits that
deductive reasoning is a nonverbal process that requires
a visuospatial representation of the premises ( Johnson-
Laird, 2001).
The visuospatial nature of relational reasoning might be

explained by the relative ease with which linear orderings
can be mapped onto a single, analogical dimension. For
example, the premises John is older than Tom and Tom
is older than Bill can be easily mapped onto a linear con-
tinuum that represents the charactersʼ ages (i.e., John–
Tom–Bill). Consistent with this hypothesis, studies have
shown that the number of premises that need to be con-
sidered to evaluate the conclusion of a relational argument
is inversely related to the difficulty of the problem. For ex-
ample, given the problem A is larger than B, B is larger
than C, C is larger than D, and D is larger than E, partici-
pants take longer to evaluate the conclusion B is larger
than C than the conclusion B is larger than D (Prado,
Van der Henst, & Noveck, 2008; Potts, 1972, 1974). This
“distance” effect is consistent with the claim that partici-
pants construct an integrated representation of the prob-
lem premises (i.e., A–B–C–D–E): Two items that are
close on this representation (e.g., BC) are less easily distin-
guishable than two items that are further away (e.g., BD).
We have recently found that items at the beginning of a
relational ordering (e.g., A, B) are automatically associated
with the left side of space, whereas items at the end of the
ordering (e.g., D, E) are automatically associated with the
right side of space (Prado et al., 2008). This further sup-
ports the idea that the mental representations that under-
lie relational arguments are strongly visuospatial. The
results of the present meta-analysis, associating relational

Figure 5. Density analyses for the contrasts of propositional
arguments versus categorical arguments and propositional arguments
versus relational arguments. (A) MKDA map representing the regions
more consistently activated in studies that employ propositional
arguments than in studies that employ categorical arguments.
(B) MKDA map representing the regions more consistently activated
in studies that employ propositional arguments than in studies that
employ relational arguments. Activations are overlaid on 3-D renderings
and slices of the MNI-normalized anatomical brain.
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arguments with the PPC, are consistent with this behav-
ioral research.

Categorical Arguments Are Associated with
Activation of the Left IFG and Left BG

Unlike relational reasoning, categorical reasoning was not
found consistently linked to the right PPC across studies.
Rather, the meta-analysis associates two other brain re-
gions with categorical reasoning: the left IFG (BA 9/44)
and the left BG (putamen and caudate nucleus). We show
that these regions are consistently activated in studies that
use categorical arguments and that their engagement is
more often observed for categorical arguments than rela-
tional or propositional arguments. A large body of lesion
and neuroimaging studies suggests that the left IFG sup-
ports rule-governed syntax processing in natural language
(Grodzinsky & Santi, 2008; Ullman, 2006; Friederici &
Kotz, 2003). Furthermore, this region is often found to
be coactivated with the BG in studies that investigate
grammar processing (Friederici, 2002; Moro et al., 2001;
Embick, Marantz, Miyashita, OʼNeil, & Sakai, 2000; Ni et al.,
2000) and musical syntax (Tillmann, Janata, & Bharucha,
2003; Maess, Koelsch, Gunter, & Friederici, 2001). The con-
sistent involvement of these regions in studies that use cate-
gorical arguments (and the lack of right PPC engagement)
seems more consistent with the idea that reasoning is a lin-
guistic/syntactic process than with the claim that it is a visuo-
spatial process. In other words, this finding seems more
consistent with the FRA than the MMT.
Why would categorical arguments involve a different

type of mental representation than relational arguments?
It is possible that categorical arguments are more difficult
to represent with visuospatial models than relational argu-
ments. Unlike relational premises, categorical premises
contain items that represent sets of objects rather than
single elements. Such items cannot be mapped onto a sin-
gle analogical dimension (e.g., age for the relational prem-
ise John is older than Tom) and would, thus, require
more elaborate visuospatial representations. Further-
more, as noted by Favrel and Barrouillet (2000), categorical
premises are often ambiguous because they can be com-
patible with different mental models. For example, the
premise All As are Bs might be represented with a model
in which As are identical to Bs or with a model in which As
are included in Bs. Overall, it might be more difficult to
construct a visuospatial representation of a categorical
premise than a visuospatial representation of a relational
premise. Most reasoners might, thus, choose to rely on a
propositional representation of the premises when faced
with a categorical argument. This hypothesis is consistent
with behavioral research. Unlike relational arguments, the
number of premises that need to be considered to evalu-
ate the conclusion of a categorical argument is positively
related to the difficulty of the problem. For example,
given the problem All As are Bs, All Bs are Cs, All Cs
are Ds, and All Ds are Es, participants take longer to

evaluate the conclusion All Bs are Ds than the conclusion
All Bs are Cs (Favrel & Barrouillet, 2000; Barrouillet,
1996). This “reverse” distance effect is inconsistent with
the idea that participants form a unified spatial represen-
tation of the premises. It rather suggests that they apply
sequential rules of inference to an atomic representation
of the premises (i.e., the more premises reasoners have
to consider, the more rules they have to apply; Favrel &
Barrouillet, 2000). Our present finding that categorical
arguments are consistently associated with the activation
of regions involved in rule-based processing in natural
language (i.e., the left IFG and BG) is consistent with this
claim.

Propositional Arguments Are Associated with
Activation of the Left PPC, Left PG, and MeFG

Three brain regions are associated with propositional ar-
guments in our meta-analysis: the left PPC, the left PG, and
the MeFG. However, only the left PG is more consistently
found in studies employing propositional arguments than
in studies employing categorical or relational argument.
It is difficult to determine whether the engagement of
these three regions in propositional reasoning supports
the MMT or the FRA. First, as mentioned in the previous
section, one might argue that activation of the PPC is
broadly consistent with the MMT, especially in the ab-
sence of left IFG activation as is the case here. However,
the PPC cluster associated with propositional arguments
is left-lateralized and centered around the angular gyrus,
a region that has been linked to verbal (although not
syntactic) processing (Booth, Coch, Fischer, & Dawson,
2007; Fiez & Petersen, 1998). Second, the MeFG has been
implicated in themaintenance of abstract rules in memory
(Bunge, Kahn, Wallis, Miller, & Wagner, 2003) and activa-
tions along the medial wall of the frontal cortex have been
tentatively linked to the FRA in previous studies (Monti
et al., 2007, 2009). Third, the engagement of the left PG
might reflect some combination of attentional and motor
processes that are involved in the reasoning tasks (Acuna,
Eliassen, Donoghue, & Sanes, 2002) but does not seem to
speak to the debate between the MMT and FRA per se.
Overall, there seems to be some heterogeneity in the neu-
ral processes that are engaged across propositional reason-
ing studies. This might be explained by the heterogeneity
of the propositional reasoning tasks themselves. For exam-
ple, neuroimaging studies have used arguments that con-
tained conditional propositions (Prado, Van Der Henst,
et al., 2010; Reverberi et al., 2007, 2010; Prado & Noveck,
2007; Noveck, Goel, & Smith, 2004; Houdé et al., 2000), dis-
junctive propositions (Reverberi et al., 2007), or a com-
bination of both (Monti et al., 2007, 2009). Even within
conditional reasoning tasks, studies vary in the type of
arguments participants are presented with: Some studies
employ the modus ponens form (If P then Q; P; therefore
Q; Reverberi et al., 2007; Noveck et al., 2004), whereas
others focus on the more difficult modus tollens form (If
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P then Q; not Q; therefore not P; Prado, Van Der Henst,
et al., 2010; Reverberi et al., 2010;Monti et al., 2007; Noveck
et al., 2004). Although both the FRA and the MMT can
account for virtually all forms of propositional reasoning
(Braine & OʼBrien, 1998; Rips, 1994; Johnson-Laird, Byrne,
& Schaeken, 1992), it is possible that some propositional ar-
guments preferentially involve syntactic processes, whereas
others are more strongly associated with visuospatial pro-
cesses. For example, a previous study has shown thatmodus
ponens is associated with the left PPC, whereas modus
tollens engages the left IFG (Noveck et al., 2004). Unfor-
tunately, there are not enough studies in the literature to
allow us to investigate different forms of propositional rea-
soning in our meta-analysis. Nonetheless, our study shows
that propositional arguments are consistently associated
with both parietal (left PPC) and frontal (left PG and MeFG)
regions. Such a pattern could be consistent with both the
FRA (i.e., activation of the MeFG) and the MMT (i.e., ac-
tivation of the left PPC). Future studies are needed to de-
termine whether the contribution of these regions can be
teased apart, thus providing a clearer picture on the role
of rule-based and visuospatial processes in propositional
reasoning.

Deductive Reasoning Relies on a Fractionated
Neural System

It is important to note that most of our interpretations so
far rely on the idea that a cognitive process (e.g., visuo-
spatial processing) can be inferred from activation in a
particular brain region (e.g., the right PPC). This logic,
based on the idea that brain organization is modular to
some extent, can provide useful insights into the cogni-
tive processes that are involved in a given task (Poldrack,
2006). However, the logic is undermined by the fact that
there is rarely a one-to-one mapping between a brain
region and a cognitive function. For example, because
the left PPC has been linked to both spatial and non-
spatial processes (Husain & Nachev, 2007), it is difficult
to know whether activation of this region provides evi-
dence for one or the other of these processes. For this
reason, our interpretations of the patterns of brain activa-
tion observed in this study (as is the case for many neuro-
imaging studies) are limited in that they cannot provide
definitive evidence for either visuospatial or syntactic
processing in deductive reasoning.

However, our findings allow us to make a much stronger
conclusion that is highly relevant to cognitive theories of
reasoning: There is consistent evidence in the neuro-
imaging literature that deductive reasoning does not rely
on a unitary brain system. Rather, our meta-analysis dem-
onstrates clear dissociations between the neural represen-
tations of relational, categorical, and propositional
arguments. This is inconsistent with any cognitive theory
that would posit that the same cognitive mechanism
underlies these three forms of reasoning, such as the
MMT ( Johnson-Laird, 1999) or a parsimonious interpreta-

tion of the FRA (Rips, 1994; Hagert, 1984). Instead, the
neuroimaging literature is consistent with the notion
that visuospatial processes and rules of inference are
both available to reasoners. The engagement of one
or the other of these mechanisms is likely to depend
upon intraindividual as well as interindividual factors
(Roberts & Newton, 2005). Our meta-analysis suggests
that the type of deductive argument is a critical intraindi-
vidual factor. Importantly, evidence for such a claim is not
unique to neuroimaging studies but can be found in the
cognitive literature as well. For example, studies have
found that relational reasoning performance is affected
by taxing the visuospatial working memory resources
(Vandierendonck & De Vooght, 1997). In contrast, propo-
sitional reasoning performance is correlated with mea-
sures of verbal, but not visuospatial, working memory
(Handley, Capon, Copp, & Harper, 2002). This suggests
that relational and propositional reasoning rely on visuo-
spatial and linguistic mechanisms, respectively. Further-
more, participants differ in the strategies they use to
make deductions (Roberts & Newton, 2005). For example,
when evaluating categorical arguments, some participants
report using spatial strategies whereas others indicate
using verbal strategies (Bacon, Handley, & Newstead,
2005; Ford, 1995). In line with this observation, the engage-
ment of the PPC in deductive tasks has been found to de-
pend upon interindividual differences in visuospatial skills
(Fangmeier, Knauff, Ruff, & Sloutsky, 2006; Ruff, Knauff,
Fangmeier, & Spreer, 2003). Overall, there is evidence in
the cognitive literature that deductive behavior is not easily
explained by a parsimonious mechanism involving either
rule-based or visuospatial processes (Roberts & Newton,
2005). The neuroimaging literature is in line with such an
observation.

Relationship of the Present Work to Previous
Accounts on the Neural Bases of
Deductive Reasoning

The present study constitutes the first quantitative meta-
analysis of neuroimaging studies of deductive reasoning.
However, there have been some previous attempts to
review and interpret the findings from this literature,
sometimes with conflicting conclusions. For example,
although both Goel (2007) and Monti et al. (2007) noted
a high degree of variability in the location of the activated
regions across studies, these authors differ substantially
in their interpretation of these discrepancies. On the one
hand, Goel concludes that theremight be no unitary neural
system for reasoning, but instead “a fractionated system
that is dynamically configured in response to certain task
and environmental cues” (p. 440). On the other hand,
Monti et al. (2007, 2009) defend the idea that, despite
the large variability in neural activation across studies, there
are two “core” regions of deduction: the left rostro-lateral
pFC (RLPFC; BA 10) and the medial superior frontal gyrus
(MeFG; BA 8). Our study reveals that (1) the brain network
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for reasoning depends upon the type of deductive task
and (2) neither the left RLPFC nor the MeFG is consis-
tently activated across studies. These results seem more
consistent with Goelʼs account than with Monti et al.ʼs
account. It is interesting to note that Monti et al. demon-
strate the engagement of the left RLPFC and MeFG in two
relatively complex propositional tasks. In these tasks, par-
ticipants had to evaluate arguments in which disjunctions
or conjunctions were embedded in conditional sentences
(e.g., If the block is either red or square then it is not
large; The block is not large; therefore The block is not
red). Such arguments are likely to require the joint con-
sideration of multiple logical relations (e.g., the condi-
tional relation If (p or q) then r; not r; therefore not (p
or q) and the disjunction not (p or q); therefore not p).
Studies have found that the left RLPFC is particularly acti-
vated when distinct mental representations have to be in-
tegrated and considered simultaneously (Ramnani &
Owen, 2004; Christoff et al., 2001). Rather than constitut-
ing a generic system for deductive reasoning, the left
RLPFC might thus be specifically engaged when several
logical relations have to be considered at the same time.
Future studies might further investigate this possibility.

Conclusion

Our meta-analysis shows that deductive reasoning is sub-
served by several neural systems located in both cortical
(frontal and parietal cortices) and subcortical (BG) struc-
tures. We demonstrate that these systems are highly sen-
sitive of the type of deductive argument processed:
bilateral PPC and right MFG for relational arguments, left
IFG and BG for categorical arguments, and left PG for
propositional arguments. This is inconsistent with the
idea that deductive reasoning is a unitary cognitive mech-
anism that relies either on visuospatial or rule-based
processing ( Johnson-Laird, 1999). Instead, our findings
suggest that reasoners can make use of both kinds of
mechanisms depending on the type of argument they
are presented with. Our meta-analysis indicates that the
neural regions that underlie deductive reasoning are sen-
sitive to the type of argument, but their engagement is
likely to be modulated by other factors as well. As Goel
(2007) pointed out, neuroimaging studies have also
shown that the neural bases of deduction depend upon
factors such as semantic content of the premises, absence/
presence of conflicting information in the argument, or
degree of certainty of the conclusion. In addition to
such intraindividual factors, brain imaging research also
suggests that there are some interindividual differences in
the degree to which visuospatial representations are re-
cruited (Fangmeier et al., 2006; Ruff et al., 2003). In sum-
mary, more than a decade of neuroimaging research
suggests that it may be time to move beyond the question
of whether deductive reasoning is a visuospatial or rule-
based process because both visuospatial and propositional

representations are likely to be available to reasoners. Fu-
ture behavioral and neuroimaging studies might focus on
understanding how these representations are selected and
how this selection is influenced by interindividual and
intraindividual factors.
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